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Preface 

The first edition of the SIM 2021 congress gathers more than 90 participants from 

more than 10 nationalities, demonstrating the diversity of this new event. At this 

moment, the SIM 2021 1st edition will occur in a virtual format (April 08th and 09th, 

2021) due to disorders caused by the COVID-19 pandemic situation. Hopefully, the 

conference 2nd edition will take place in person on 5 and 6 October 2021, in Belo 

Horizonte/Brazil.  

The International Congress on Structural Integrity and Maintenance (SIM 2021) is 

organized by Federal University of Minas Gerais (UFMG, Brazil), Institute for R&D in 

Structures and Construction (CONSTRUCT, FEUP, Portugal) and University of São 

Paulo (USP, Brazil). The purpose of this conference is to bring together academic 

researchers and scholars, as well as engineers from the construction sector to 

exchange and share their innovative research results and practical experiences on 

all aspects of Structural Integrity, Design and Maintenance. Then, the participants 

will have the opportunity to view and share the recent advances related to the 

following themes: structural integrity, fatigue, fracture, damage mechanics, 

structural design, advanced construction materials, design of all civil engineering 

structures types, building information modelling (BIM), artificial intelligence 

applied to design, safety and risk analysis, structural retrofit and maintenance, 

probabilistic assessment of structures, management and life-cycle performance, and 

construction sector management. This event also covers subjects related to 

computational and numerical modelling of a wide range of infrastructures, such as 

engineer technical systems, transportation systems, bridges, buildings, dams, 

railways, underground constructions, wind and transmission towers, offshore 

platforms, pipelines, naval vessels and ocean structures. It is expected contributions 

from engineers, metallurgists, material scientists, and other professionals, allowing 

a significant multidisciplinary discussion. 

The Organizing Committee of the SIM 2021 immensely acknowledges all members 

of the Advisory and Scientific Committees for their conference support, the Plenary 

Speakers and Sessions Chairmen for their knowledge and dedication, all the authors 

that contributed to the success of the event with their great presentations, and the 

sponsors for their important contributions. Finally, a word of appreciation for the 

Organizing Committee members as well as students and other UFMG/USP/FEUP 

staff for their tireless support. 
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Notch and size effects in metal fatigue: recent advances 

Shun-Peng Zhu a 

a University of Electronic Science and Technology of China, China 

 

ABSTRACT 

Notch features commonly exist in engineering components, which generally act as stress raisers 

and thus present significant influences on the component strength and life, and are more remarkable under 

complex loading paths. Also, structural components with different scales normally show different fatigue 

behaviors. Accordingly, numerous theories and approaches have been developed to address both notch 

and size effects in metal fatigue as well as damage modelling and life predictions, which aim to provide 

theoretical support for structural optimal design and integrity evaluation. This speech recalls recent 

developments and achievements in notch fatigue modelling and analysis of metals under size effects. In 

particular, recent commonly used methods for fatigue evaluation of metallic notched parts under size 

effect are summarized and elaborated, including local stress-strain approaches, and critical distance 

theories as well as weighting control parameters-based approaches, which intend to provide a reference 

for further research on notch fatigue analysis and promote the integration and/or development among 

different approaches for practice.  
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Some modeling aspects for retrofitting and 

decommissioning activities in offshore environment 

Nicholas Fantuzzia 

aUniversity of Bologna, Italy 

 

ABSTRACT 

Offshore structures are known to be used for extracting natural gas and oil from the sea bed. However, 

when the underground source finishes, these structures should be moved to another location or removed if 

they have reached their design life.  

Removal operations go under the name of decommissioning which is a multidisciplinary process by 

which a Company decides on how to shut down the field activities at the end of the structure life: plugging 

and abandoning the well(s), making the equipment/installation safe, remove some or all the facilities and 

restoring the area. 

Decommissioning will occur at different stages of asset lifecycle and has wide relevance in terms of 

reputation, so it needs to be managed properly as a dedicated business process. 

Nevertheless, another solution might be considered: change the future working life of these platforms 

by involving renewable energy and transforming them, for instance, into offshore wind towers. 

This activity involves retrofitting activities in order to strengthen the original structural elements in 

order to carry new loads. All the aforementioned operations involve structural modeling which can be 

carried out at global and local scales. Such degrees of complexity might be time consuming for Companies 

that in general have limited time to make decisions in the initial phases of these operations and want to save 

money. Therefore, in this talk some modeling aspects for retrofitting and decommissioning activities will 

be discussed. 
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Structural Integrity Assessment of the Railway 

Infrastructure 

Rui Calçadaa 

a University of Porto, Portugal. 

 

ABSTRACT 

  



8 

 

Long-term operation of bridge steel and fatigue crack 

growth modelling based on energy approach 

Grzegorz LESIUK1 
a Wroclaw University of Science and Technology, Department of Mechanics, Materials and Biomedical Engineering, 

Smoluchowskiego 25 St, PL-50370 Wrocław, Poland  

*Corresponding author: Grzegorz.Lesiuk@pwr.edu.pl 

Keywords: energy model, degradation, S355 steel, puddle iron, mixed-mode loading conditions, fatigue 

crack growth rate, crack closure phenomenon 

ABSTRACT 

Fatigue and fracture are the two main (more than 70% of all failures) phenomena responsible for the 

structural damage in steel structures subjected to cyclic loads. The main difficulty in describing of the 

fatigue crack growth rate in mathematical terms is the incomplete understanding the nature of this process 

in various material groups  under different loading conditions (constant amplitude, random loads, single 

and multi-axial loads, etc.), One of the reasons for this inadequacy is the effect of mean stress expressed by 

e.g. by the R-stress ratio. The main goal of this lecture is to define new Crack Driving Force (CDF)  as an 

invariant quantity in fatigue crack growth process. During the lecture, it will be proposed a method for 

description of fatigue crack growth regarding mixed-mode loading condition (I+II, I+III) in the range of 

elastic-plastic fracture mechanics based on new strain energy density parameter S* (Fig.1.) expressed as 

a combination of J integral values. The fracture properties and fatigue crack growth results for 19th-century 

puddle iron are presented and compared with typical Kinetic Fatigue Fracture Diagram (KFFD) 

constructing methods. The presented results for fatigue crack growth rate description under mode I using 

Kapplied approach and Keffective approach differs significantly using variable mean stress effect – R-ratio 

(0.05; 0.7). As it was demonstrated, the hysteresis loop analyses allow to obtain the estimated crack closure 

level. From the engineering point of view, there is a strong need for generalization of the KFFDs description 

using mean stress robust parameter involving local crack tip behavior for old puddle iron. 

 

Fig.1. Kinetic Fatigue Fracture Diagram for S355 grade steel based on J-S* strain energy density 

parameter 
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ABSTRACT 

Energy shortage and environmental degradation are two major crises facing human survival and social 

development. As reported in BP Statistical Review of World Energy 2019 [1], in the global structure of 

energy consumption today, renewable energy accounts for less than 20%. At present, fossil power, 

including coal, oil, and natural gas, is still dominant. However, they are after all non-renewable, and are 

gradually draining away with the long-term exploitation and utilization; in addition, a large amounts of 

greenhouse gases and certain harmful gases produce when they burn, which will cause greenhouse effect 

as well as great pollution to the environment. 

To avoid problems such as energy depletion and environmental pollution, it’s an imperative duty to 

find efficient and sustainable clean energies to replace traditional energies. Among new energy sources, 

wind energy which generates power from air flaw, holds superiorities of clean, pollution-free, and 

sustainable [2]. Compared with hydropower and photovoltaics, its installation is flexible and only requires 

a very short construction period with tiny environmental impacts; particularly, it has a huge reservation 

worldwide. However, the Global Wind Energy Outlook published by the Global Wind Energy Council 

shows that the utilization rate of wind resources is generally low, which is a burning question [3]. 

Vigorously developing wind power generation is of great significance to the promotion and application of 

clean energy and the sustainable development of the world. 

With the increasing attention on sustainable development, energetic efforts were made by governments 

to promote and develop clean energies, industries of power generation with new energies is currently 

undergoing a long process of transition from a supporting role to a leading role. As a new energy source, 

wind energy is renewable energy with the most large-scale development and utilization prospects in the 

near future. In recent years, plenty of development plans and incentive policies have been formulated to 

accelerate technological improvement and market tapping in this field. The global installed gross capacity 

of wind power steadily increases year by year [4], see Fig. 1. 

 

Fig. 1 Global installed gross capacity of wind power [4]. 
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Note from Fig. 1, comparing with onshore wind turbines, offshore wind turbines only take a smaller 

percentage in gross capacity. But with the shortage of land sources as well as the situation that the locations 

with good wind fields are using up with the development of the wind power industry, it can be expected 

that more offshore wind turbines will be built in the foreseeable future [5]. 

However, wind power is not the only option, which also faces competition with other renewable energy 

branches. Consequently, the main focus for wind turbine manufacturers and operators is how to increase 

the reliability of wind turbines and to decrease their cost. Probabilistic fatigue design of wind turbines is a 

new approach to optimize the design by reducing in reliability- and cost-optimal ways the total cost of 

manufacturing, operation, and maintenance, ultimately reducing the cost of energy [6, 7]. This paper 

systematically reviews the state-of-the-art on fatigue reliability of wind turbines, elaborates the method 

evolution in wind load uncertainty modeling, and the fatigue reliability analysis techniques on three typical 

components, intending to provide references for future development in this field. 
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ABSTRACT 

Marine foundations often experience severe scour phenomena, which may have a considerable impact 

in the natural frequency of the structure [1]. This problem has remarkable importance when designing 

particularly slender structures at rather reduced water depths, e.g. up 30 m for monopiles or 50 m for 

structures with larger footprints, such as jackets or gravity-based foundations, all of these being commonly 

used in offshore wind and oil & gas investments. Avoiding scour at the foundations is often achieved by 

means of the installation of a scour protection system, which prevents the generalized lowering of the 

seabed near the foundations’ vicinity. 

Rip-rap scour protections are the most common countermeasure used in practical cases, due the 

availability and reduced costs of rubble-mound material [2]. However, the capital expenditures and 

operation and maintenance costs related to the scour protection, represent a considerable portion of the 

foundation’s costs, which for instance in offshore wind turbines may easily be above 30% of the overall 

costs [3]. Therefore, optimising the costs of the solutions implemented as scour protection remains as a key 

aspect to tackle towards competitive levelized costs of energy in different marine energy structures. Such 

optimizations become particularly important for marine renewables, namely, in offshore wind, waves and 

tidal-current energy [4]. 

Recently, a number of optimisations have been proposed to the design of rip-rap scour protections, 

with the most relevant ones being the design based on the dynamic stability and the wide-graded single 

layer configuration, recently reviewed in [1]. In physical modelling studies, these optimisations have been 

shown to contribute with reductions of the median diameter of the rubble mound material, thus leading to 

lower transport, installation and capital costs. The present research provides a brief review on the most 

recent findings related to such optimisations, with a strong focus on the discussion of their benefits for the 

numerous marine structures that are now becoming a trend in the marine renewable energy sector, including 

the application of hybrid structures, which are used to combine different energy harvesting technologies, 

e.g. offshore wind and wave energy. 

The results indicate that these optimisations contribute the reduce the median stone diameter that may 

vary between 20% to 80% when compared to the statically stable design, commonly applied. Additionally, 

it is shown that the reduction of protection’s costs is a crucial aspect to answer to some of the design 

challenges related to the cyclic motion of energy converters in offshore hybrid structures. 
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ABSTRACT 

Marine renewable energy has gathered a wide range of attention from different research fields, due to 

the high expectations in its future significant role in the World’s low carbon economy and counteracting 

climate change effects. Just looking at the offshore wind, wave and tidal energy, the theoretical potential 

available exceeds the 300,000 TWh/yr, which compares to about 162,500 TWh/yr of primary energy 

consumption in 2017 world-wide [1]. Therefore, the vast and untapped energy resources placed at sea are 

a vital contribution to the growing population and growing electricity demands, which are estimated to 

grow by over 25% until 2040 reaching circa 206,000 TWh/yr of primary energy consumption [1]. 

The challenges related to the design and installation of different harvesting technologies at sea imply 

a deep knowledge on the complex interaction between supporting structures, energy converters, soil, 

hydrodynamics among several other aspects. 

Therefore, advanced research on marine renewable energy is a multidisciplinary field which 

encompasses a broad range of topics, commonly studied by means of physical and numerical modelling 

activities that provide insights on the most efficient way to design, build and implement ocean systems for 

energy harvesting purposes [2]. 

The Marine Energy and Hydraulic Structures group is a leading group in the advanced research on 

marine renewable energy, which devotes its activity towards the development of such multidisciplinary 

studies. This includes, for instance, the fields of wave energy, tidal-current energy and offshore wind, which 

are also combined with broader topics, such as the reconversion of former oil and gas platforms into 

renewable energy structures or the use of sea energy converters to provide energy supply for remote systems 

related to aquaculture, monitoring equipment and other similar applications [3]. 

The present work provides a broad review on the recent advanced research performed under group’s 

activities and projects, while focusing challenges and opportunities related to the design of ocean systems 

and coastal or offshore structures for marine energy exploitation. Additionally, synergies with different 

related fields of research, are identified, discussed and framed into the most recent trends of the European 

Sea Economy. This study shows and highlights that novel research on marine renewable energy looking 

for applied results that can be combined with different economical activities in coastal and offshore regions 

is a vital aspect to reach the commercialization of less mature energy sources, such as waves or tidal-current 

energy. 
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ABSTRACT 

Renewable energy is an environmental friendly source of energy, which is regarded as the most 

favorable and useful form of energy [1]. There are different types of renewable energy resources available 

all over the world [2]. Among those, wind energy is one of the fastest heighten and cost-effective form of 

renewable energy technology [3].  

This study aimed to analyze the wind speed of the coast of Dar es Salaam region, Tanzania and 

concluded by determining the suitable wind turbine that’s cost effective for a study location. The wind 

energy potential and wind speed characteristics of the coast region of Dar es Salaam Tanzania were studied 

by using a recorded three-hourly interval, monthly wind speed data that collected in a period of one year 

(2019) by rotating cup anemometer at a height of 10 m. The Weibull probability distribution function was 

used to investigate the wind power density and energy density of the coast of Dar es Salaam region in 

Tanzania as it is expressed in equations 1 and 2 respectively [4], [5]. 

𝑃𝐷 =
𝑃(𝑉)

𝐴
=

1

2
𝜌𝑉3

𝑚                                                                                                                                               (1) 

Where 𝑃(𝑉) is the power of the wind (in watt), 𝑃𝐷  is the power density of the wind (watt per square 

meter), 𝜌 = the site density of air that’s assumed to be 1.225 kg/m3 in this study and 𝐴 = the rotor blades 

swept area (in square meter). 

𝐸𝐷 =
1

2
𝜌𝑐3𝛤 (1 +

3

𝑘
) 𝑇                                                                                                                                          (2) 

Where 𝐸𝐷 is the mean energy density, 𝛤(𝑥) is the gamma function, T is the specific period of time, 𝑐 

and 𝑘 are the Weibull scale parameter and shape parameter respectively. 

 The mean annual values Weibull shape c and scale k parameters of a study location are 2.71 and 5.76 

m/s respectively, and the annual mean wind power density and annual total energy density are 84.53 w/m2 

and 1128.086 kWh/m2 respectively as it shown in Table 1. The five commercial wind turbine models were 

used to simulate their performances and Polaris P50-500 wind turbine model recommended as a suitable 

due to its good performance with a capacity factor of 49.35% as it shown in Fig 1. 
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Table 1. Monthly Weibull parameters (k and c), mean wind power density and energy density 

Month            𝑉𝑚        𝑘   𝑐 (m/s)     VF (m/s)    VE (m/s)   PD ( w/m2) ED(kWh/m2) 

Jan 6.29 3.35 7.01 6.31 8.01 152.43 150.735 

Feb 5.87 3.14 6.57 5.81 7.69 123.89 126.902 

Mar 5.12 2.76 5.83 4.95 7.10 82.21 93.906 

Apr 5.09 2.42 5.74 4.61 7.36 80.77 97.071 

May 4.94 2.77 5.56 4.73 6.77 73.84 81.301 

Jun 5.27 2.58 5.93 4.90 7.41 89.65 102.642 

Jul 4.86 2.80 5.46 4.66 6.62 70.31 76.573 

Aug 4.67 2.82 5.25 4.49 6.35 62.38 67.833 

Sep 4.77 2.58 5.36 4.43 6.69 66.48 75.798 

Oct 4.86 2.54 5.48 4.50 6.89 70.31 81.790 

Nov 4.38 2.36 4.94 3.91 6.41 51.47 63.011 

Dec 5.29 2.38 5.97 4.75 7.71 90.67 110.524 

Annual 5.12 2.71 5.76 4.84 7.09 84.53 1128.086 

Where 𝑉𝑚, mean wind speed; 𝑘, Weibull shape parameter; 𝑐, Weibull scale parameter; 𝑉𝐹, most probable wind 

speed;𝑉𝐸, wind speed carrying maximum energy;𝑃𝐷, mean wind power density;𝐸𝐷, mean wind energy density 

 

Fig 1. Capacity factor 
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ABSTRACT 

 

Jacket-type structures are support structures for offshore platforms or wind tur-bines composed of 

welded steel tubular trusses. Due to the cyclical nature of the environmental loads to which they are 

subjected, the offshore structures suffer damage over time, generating cracks in the structure that can evolve 

to its collapse. The connections are critical regions due to the joining of one or more members welded on 

the same chord. The design life of a truss-type support structure is, therefore, determined by the fatigue life 

of the structure joints [1,2]. 

Nominal stresses have long been used in the assessment and study of fatigue strength; however, this 

approach is limited and does not consider the effects of geometric discontinuities and stress concentration. 

On the other hand, the hot-spot stress approach has been proposed in codes and recommendations as in IIW 

[3] and DNVGL [4] for presenting more reliable results. 

For this reason, this study aims to assess the fatigue damage of a tubular KT-joint of a jacket-type 

offshore support structure. For this, the joints were studied analytically and numerically using the ABAQUS 

software by the hot-spot method described in DNVGL [4]. In the numerical method, the influence of the 

weld geometry is evaluated. The models are shown in fig. 1. 

 
Fig. 1. Numerical models. 

The hot-spot stress was also calculated using the analytical method proposed by DNVGL-RP-C203 [3] 

derived from Efthymiou's analytical equations for the stress concentration factor combined with the 

superposition of stresses method. Finally, the damage was calculated using the simplified damage 

accumulation method proposed by DNVGL. The results are shown in Tab. 1. 
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Brace Analysis Point 1 Point 2 Point 3 Point 4 Point 5 Point 6 Point 7 Point 8 

 

4938 

Solid 1.05E-03 3.21E-04 1.60E-04 3.80E-04 3.83E-04 1.44E-03 1.10E-03 1.30E-03 

Solid with Weld 8.72E-04 2.89E-04 1.61E-04 6.23E-04 2.66E-04 1.01E-03 9.35E-04 1.07E-03 

Analytical Solution 5.75E-04 3.14E-04 2.37E-04 2.26E-04 4.01E-04 8.29E-04 1.17E-03 1.00E-03 

 

4940 

Solid 3.27E-06 1.30E-05 8.31E-04 3.25E-05 4.43E-06 1.57E-05 1.24E-03 2.50E-05 

Solid with Weld 2.91E-05 1.24E-09 1.11E-04 3.64E-06 3.58E-06 1.52E-06 4.10E-04 1.79E-07 

Analytical Solution 2.78E-07 3.29E-04 6.65E-04 1.55E-04 1.30E-07 3.32E-04 6.90E-04 1.87E-04 

 

4939 

Solid 5.49E-05 1.33E-05 1.60E-05 2.63E-05 2.00E-04 2.66E-05 9.24E-06 4.02E-05 

Solid with Weld 3.28E-04 3.21E-05 1.63E-05 2.54E-05 2.08E-04 2.98E-05 2.02E-05 2.37E-04 

Analytical Solution 1.07E-04 6.73E-06 5.74E-06 1.61E-06 3.69E-05 3.69E-04 6.74E-04 4.79E-04 

 

As noted, the solid model without weld geometry of DNV was more conservative with maximum 

damage of 1.44 x 10-3 against 1.07 x 10-3 of the model with weld representation and 1.17 x 10-3 for the 

analytical solution presented in DNV. Once the damage has been calculated for an expected useful life of 

50 years, it is possible to conclude that in none of the adopted approaches does the assessed wave cause 

dangers to the structure, and without a doubt, it is possible that the life of this structure is much longer than 

expected. 
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ABSTRACT 

The Brazilian offshore industry began with the installation of its first platform in the Guaricema Field, 

state of Sergipe, in 1968, 53 years ago. Considering that most of the platforms, already installed, were 

designed for a 30 year service life, it is easy to understand that there are a large number of fixed Brazilian 

structures that should have already been decommissioned. Brazil has already built about 100 fixed 

platforms, of which only 4 have been removed. There are, however, a large number of these platforms, 

whose production has been practically depleted, so the only reason for not having been removed is their 

high decommissioning cost [1]. 

The reuse of fixed offshore platform jackets in fields, that are no longer productive, is an alternative 

that has been mentioned frequently by the offshore wind industry, but which has not been used at all in 

Brazil and very scarcely elsewhere. Brazil has a large number of fixed offshore platforms, mainly in the 

northern part, which are producing very poorly. Those, however, in which the field is exhausted, continue 

to generate costs, but were only added to the list of platforms “to be decommissioned”. In that order, the 

article published in 2017 [2], evaluated and suggested the possibility of transforming a typical Brazilian 

structure into an offshore wind tower. In this study they have investigated the wind conditions along the 

Brazilian coast, the structural conditions of this typical offshore platform and the financial conditions for 

its reuse. Based on these results they have concluded that this small typical Brazilian platform can be used 

to install a 5MW wind tower, which at that time, was the one most frequently used for offshore purposes. 

Only 3 years after that paper has been published (4 or 5 years after the paper was written) [2], however, 

the 5MW wind tower is no longer used for offshore purposes. It is still available for the onshore market, 

but for offshore purposes, almost all platforms being installed have 10MW towers and those that are still 

being planned are considering 12 and even 15MW wind towers. Considering that the 5MW tower can no 

longer be purchased for offshore purposes, the question which must be answered is if this same typical 

Brazilian offshore platform, used in [2], can resist a present day 10MW tower without having to go through 

huge reinforcements these days. Answering this question is the object of this paper. 

In Brazil there are over 50 of these typical small wellhead platforms, so the structural model of these 

platforms was considered to perform the analyses required in order to answer the question asked above, 

taking into account the excellent wind conditions on the Brazilian coast, especially in the Northeast from 

the country, that as we know; 9m/sec. is an excellent average wind speed for the implementation of wind 

towers, this means also that the entire Northeast region, which has 7.85m/sec. speeds at 50m, will have 

9m/sec. speeds at 150m high. Additionally, it is worth mentioning that approximately 75% of the Brazilian 

fixed offshore platforms were installed more than 25 years ago. 

Hence, this research aims to evaluate the behaviour of the structural system of a typical Brazilian fixed 

offshore platform (jacket) when subjected to the loading of a 10MW (Fig. 1) wind tower and new operating 

conditions without the need for a major reinforcement that makes its reuse meaningless. The jacket presents 

a height of 26 m (from the mudline), eight legs, is composed of five decks, with the lower area (deck) of 

9.97 x 9.97 m2 and the upper area of 6.10x6.10 m2. The loading related to the 10MW wind tower was 

considered and distributed on top of the four legs of the jacket (see Fig. 1).  
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Fig. 1. Offshore platform jacket under environmental and wind turbine tower load. 

However, it is worth reiterating that this paper focuses on the possibility of reusing of a fixed offshore 

platform, with the purpose to understand whether the removal of the deck from the platform would be 

considered including the replacement for a wind tower. Thus, the present research aims to verify the 

structural behaviour of a fixed offshore platform (jacket) when subjected to the loading of a 10 MW wind 

tower. However, in addition to the static loading coming from the wind tower, the environmental forces 

(waves and wind) acting on the platform was pondered.  

The numerical model was developed based on the use of the SACS V12.0 [4] computational software, 

and via the use of the Finite Element Method (MEF). Initially, the analysed members of the jacket 

demonstrate an adequate structural behaviour, as their stress ratios result in values obtained from the project 

perspective. On the other hand, the piles present results of undue stress ratios, as well as deflections, when 

considering the overturning moments of the structure.  

This way, based on the resistance structural analysis performed on the fixed offshore platform (jacket), 

considering the influence of static and variable loads, the results obtained throughout this investigation 

pointed out to the fact that the assessed jacket does not meet the design criteria to support 10 MW wind 

towers under operating conditions. 

REFERENCES 

[1] Quissanga, V. M.: Descomissionamento de plataforma offshore fixa e utilização para base de unidade de geração 

de energia eólica. Masters Dissertation, Federal Fluminense University (UFF), Rio de Janeiro/RJ, Brazil (2018). 

[2] Barros, J. C., FERNANDES, G. C., SILVA, M. M., SILVA, R. P., SANTOS, B.: Fixed platforms at ageing oil 

fields: feasibility study for reuse to wind farms. Offshore Technology Conference (OTC), Houston, USA (2017). 

[3] Atlas do Potencial Eólico Brasileiro, Ministério de Minas e Energia, Brasília (2001). 

[4] SACS V12.0: Structural Analysis Computer System. Engineering Dynamics, Inc-Kenner, Louisiana, USA (2019). 

ACKNOWLEDGMENTS 

The authors gratefully acknowledge the financial support for this research work provided by the 

Brazilian Science Foundation’s CNPq, CAPES and FAPERJ. 

 

  

6611.96 kN 
 

6611.96 kN 

 
6611.96 kN 

 

6611.96 kN 

 

6611.96 kN 

 

ST2 
ST1 

ST4 

ST5 
ST7 

ST8 
ST6 

ST3 



21 

 

Horizontal and Vertical Axis Wind Turbines on Existing 

Jacket Platforms: A Comparative Study 

P. Mendesa*, J. Correiaa, J.M. Castroa, N. Fantuzzib, D. 

Haselibozchaloeea, L. Manuelc 

aCONSTRUCT/Faculty of Engineering, University of Porto, Portugal 
bDICAM Department, University of Bologna, Italy 
cUniversity of Texas, Austin, USA 

*Corresponding author: pjmendes@fe.up.pt 

Keywords: Offshore structure; Wind turbines; Dynamic analysis; Wind and wave analysis; 

ABSTRACT 

The wind resource offshore is generally outstanding due to a higher potential for power generation due 

to faster and more constant winds, also providing energy at a more stable rate. Also, there are no visual or 

noise pollution disadvantages as those caused by onshore wind farms. A jacket is made up of four legs of 

more than 1 m diameter connected to each other with bracings and its design is commonly applied by the 

oil and gas industry for supporting rigs offshore. When the offshore resources run out, these structures must 

be displaced to another area containing underground resources or removed in the case of reaching their 

design life. Therefore, one possible procedure to reduce the carbon footprint on the planet, allowing society 

to rely on promising sources of 'clean' energy while salvaging these oil and gas platforms, is to consider the 

transformation of these oil and gas platforms into offshore wind turbine support structures. The present 

research focuses on the possibility of converting such structures for gas extraction into offshore platforms 

for wind turbines. In this study, a comparison between the behaviour of horizontal and vertical axis wind 

turbines on the same old offshore platform is presented. Also, two different software programs were used 

in this comparison: MATLAB and SAP. The model proposed is a new simplified tool used to study the 

structural analysis of the jacket structure, developed and summarized in 10 steps, adopted to evaluate the 

behaviour of the platform with the wind tower configurations. Figures 1 and 2 display the first vibration 

modes as example of the 18-DOF model associated to the corresponding undamped natural structural 

frequencies ωn with n = 1 taken from SAP and MATLAB, respectively. 

 
                                 a)                                                                           b) 

Fig. 1. Mode 1 for the horizontal-axis wind turbine developed in both softwares a) SAP b) MATLAB 
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                                 a)                                                                           b) 

Fig. 2. Mode 1 for the vertical-axis wind turbine developed in both softwares a) SAP b) MATLAB 
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ABSTRACT 

Several research works have deepened in the local approaches for the study of the metallic structures 

behaviour submitted to the fatigue process [1] [2] [3] [4]. This paper presents different elastoplastic local 

strain methodologies using the hot-spot concept applied to welded joints for the fatigue process evaluation. 

The first methodology is based on the estimation of elastoplastic stresses from the Neuber equation and 

then obtaining the elastoplastic strains from the Ramberg-Osgood equation. The second methodology 

obtains such parameters from numerical simulation [1] [2]. Both use hot-spot elastoplastic strain as a 

damage parameter for the fatigue life estimation. 

After selecting the detail to be studied, it is necessary to define the considerations of the numerical 

analysis: type of dynamic analysis to be applied, loading model, use of global-local model, among others. 

The global-local approach is a good choice to refine the structure in the region of interest and for the 

optimization of results quality and computational simulation time. [5]. It is proposed a dynamic simulation 

performed on the global model considering modal superposition analysis and loading by moving loads, and 

several static local analysis applying the different methodologies described.  

Boundary conditions are extracted from the global to the local model, then it is possible to obtain the 

elastic stresses and strains for the first methodology and the elastoplastic stresses and strains for the second 

methodology, both using the hot-spot concept. The elastoplastic curve on the second methodology is 

estimated from the multilinear kinematic hardening model [6] and experimental results are used as input 

[7]. In the ANSYS software it is advisable to select the material model based on the Besseling model, which 

is considered the Bauschinger effect [6] [8].  
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ABSTRACT 

For engineering components with notches, cracks and other defects, accurate fatigue life prediction is 

critical for ensuring the structural integrity. Therefore, it is of vital importance to accurately interpret the 

detrimental effect of notches during fatigue analysis. Until now, various methods have been explored to 

describe the notch effect, including nominal stress approaches [1], hot spot methods [2], weighting control 

parameters-based approaches [3] and critical distance theories [4]. Considering the superior advantages of 

the critical distance theories, it is adopted in this analysis.  

In addition, a significant scatter in fatigue life for material testing also creates barriers for fatigue life 

predictions, which results in the necessity of advanced probabilistic fatigue models. In this regard, Weibull 

model [5] is adopted in the present study for describing uncertainties. In the present study, a probabilistic 

framework coupling critical distance theory with Weibull model is established for fatigue life prediction of 

notched components, as illustrated in Fig. 1.  

 

Fig. 1 Recursive procedure to predict fatigue life. 

Utilizing experimental data of Al 2024-T351 notched specimens, the proposed model was compared 

with the traditional method, as illustrated in Fig. 2.  
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Fig. 2 Comparison of model prediction errors. 
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ABSTRACT 

In the design of engineering structures, geometrical discontinuities are commonly introduced due to 

various functional demands. Among them, compressor disks of aero engines hold complex cross-sectional 

patterns to meet the requirements of heat dissipation, connection, transmission, and weight reduction [1]. 

However, these discontinuous features would raise local stress concentration under external loadings, which 

inclines to trigger crack initiation. In practice, it is generally unrealistic to directly perform large amounts 

of fatigue tests on full-scale components because of time and costs, as well as the limitation of experimental 

equipment [2]. As a result, for ensuring structural integrity and achieving anti-fatigue design, it is vital to 

develop robust and effective methods for fatigue analysis of notched components [3]–[5]. 

To meet various functional requirements, engineering components are usually designed with 

geometrical discontinuities, which raise stress concentrations undergoing external loadings. Comparing 

with other locations, these regions with high levels of stress incline to initiate cracks under cyclic loadings, 

which determine fatigue strength of the whole part. Accordingly, a novel strain energy density-based model 

for notch fatigue life prediction is developed, and a 𝑃–𝑊–𝑁𝑓 curve is raised to consider the fatigue life 

scatter originating from material dispersity. see Fig. 1. Experimental data of different notched specimens 

made with TC4 alloys are used for model validation and comparison. Results indicate that the proposed 

model predictions show higher accuracy than the SWT, Liu, HSV and TCD models. Finally, fatigue life 

assessment of a compressor disk considering material and load uncertainties is conducted. 

 

Figure 1 The fitted 𝑃–𝑊–𝑁𝑓 curve of TC4 alloy. 

 

 

 

 

103 104 105
0

4

8

12

16

20

M
o

d
if
ie

d
 t
o

ta
l 
s
tr

a
in

 e
n

e
rg

y
 d

e
n

s
it
y
 W

  
(M

J
/m

3
)

Fatigue life Nf (Cycles)

   TC4 

 Kt=1 

  Kt=3

  Kt=5

Pf=5%

Pf=95%



28 

 

Table 1 Predicted compressor disk lives using different models. 

Models 
Evaluated lives (Cycles) 

0–450r/s–0 230r/s–450r/s–230r/s 431r/s–450r/s–431r/s 

Proposed 2.5870×105 3.2063×106 >1012 

TCD [6] 2.2323×105 2.9255×106 >1012 

HSV [7] 2.1856×105 2.5864×106 >1012 
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ABSTRACT 

Notched components with complex configurations are normally designed for engineering functional 

requirements. Geometrical discontinuities generally result into stress concentration and multiaxial stress 

states and eventually lead to fatigue failure[1]. For a notched specimen under uniaxial loadings, a complex 

multiaxial stress field appears near the notch root region or geometrical discontinuities Accordingly, 

numerous theories and approaches have been developed to address notch effect in metals fatigue as well as 

damage modelling and life predictions. In addition, size effect is still vital for studying the fatigue behavior 

of actual components/structures, fatigue strength of material/component normally decreases with the 

sample size of interest [2][3]. However, highly efficient methods for notch fatigue analysis considering size 

effect of engineering components are still lacking. 

Among the existing fatigue failure criteria, energy-based criteria have shown superior ability to unify 

microscopic and macroscopic experimental evidences and formulate multiaxial life prediction models 

[4][5]. In this work, by adopting the elastic-plastic FE analysis, a novel model for notch fatigue life 

prediction considering the size effect was developed based on the energy field intensity (EFI) concept [6]. 
A modified weight function considering inhibition effect, which characterize the influence of strain energy 

gradient better. In addition, a novel concept of the fatigue effective damage zone was proposed: 

 
𝑊𝐹𝐼 =

1

𝑉𝑊

∫ ∆𝑊𝑖𝜑(𝜒𝑤 , 𝑟)
𝛺𝑤

𝑑𝑣 (1)  

which the effective damage zone 𝛺𝑤 can be defined accurately by introducing a characteristic strain energy 

density (SED) 𝑊𝑐: 

 
𝛺𝑤 = {∫𝑑𝑣|∆𝑊𝑖 ≥ 𝑊𝑐} (2)  

It should be noted that the initial characteristic SED should be chosen for calculations of the energy 

field intensity of a given notched component using Eq. (2). Then, the characteristic stress 𝑊𝑐 should be 

corrected using the fatigue failure data of notched components (see Fig. 1). 

A specific mathematical quantification of the relationship between specimen scales and characteristic 

SED was proposed in the present study to account for influence of size effect on effective damage zone: 

 𝑊𝑐

𝑊𝑐,0

=
𝑆

𝑆0

 (3)  
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Fig. 1. Procedure for determination of the characteristic SED of the component. 

Through determining aforementioned items (i.e. the weight function and the effective damage zone), 

to predict fatigue lives of notched specimens, a simple recursive procedure is employed. Finally, 

experimental data of low carbon steel GH4169 and TA19 [7] notch specimens are utilized for model 

validation and application, results show that the proposed model yields acceptable correlations with the 

experimental results. 
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ABSTRACT 

Fatigue life analysis has come to the foreground in modern engineering field, and has been widely used 

in engineering. In practical engineering applications, complex engineering parts are usually subject to 

Irregular stress, moreover, geometric discontinuity of notches overwhelmingly raises stress concentrations, 

further leads to more complex fatigue problems [1]. Meanwhile, fatigue behaviors of complex engineering 

components are generally evaluated based on mechanical properties of materials collected from tests on 

standardized small-scale specimens. In addition, achieving the transformation between fatigue properties 

of small-scale laboratory specimens to the structural strength of large-scale engineering components has 

become an increasingly urgent task in this field nowadays [2]. Among factors impeding the fatigue life 

analysis, notch and size effects are two dominant elements, which in the necessity of an effective approach 

considering size effect in notch fatigue life prediction. 

Notch and size effects generally show great influence on the fatigue behaviour of engineering 

structures, which plays a vital role on their structural integrity and life evaluations [3]. Meanwhile, the 

critical distance is not only related to fatigue life, but also affected by size effect. In this work, by adopting 

the combination of the theory of critical distance and the Weibull distribution, fatigue life evaluation of 

notch components considering size effect is investigated. In addition, the modified critical distance is 

proposed considering size effect, in which the relationship between critical distance and size and life is 

modified by using relative stress gradient (𝑠) which is a physical quantity to measure the size effect to 

address insufficient accuracy of the theory of critical distance in notch fatigue analysis [4]. A specific 

mathematical quantification of the relationship between relative stress gradient and critical distance was 

proposed in the present study to account for influence of notch size effect on critical distance: 

 𝑙

𝑙0
= (

𝑆0

𝑆
)

𝑛

 
(1) 

Based on abovementioned, critical distance can be modified as follow: 

 𝑙 = 𝑎 ∗ 𝑆𝑟(𝑁𝑓)
𝑏
 (2) 

And an effective stress concept is introduced to characterize the fatigue life of notch components [ ]: 

 
𝜎 𝑓𝑓 =

1

𝑙
∫ 𝜎(𝑥, 𝜃 = 0)𝑑𝑥

𝑙

0

 
(3) 

From the abovementioned points, a general probabilistic framework based on relative stress gradient 

for notch fatigue life assessment considering size effects is investigated. Finally, experimental data of Al-

2024-T351 central circular holes specimens with different radii are utilized for model validation and 

application, results show that the proposed model yields acceptable correlations with the experimental 

results, see Table 1. And the flow chart of notch fatigue life prediction based on modified critical distance 

is shown in Figure 1. 
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Table 1. Comparison between average absolute errors using proposed model and Susmel model (%). 

Hole radius (mm) 1.50 0.50 0.25 0.12 

Susmel model 26.24 18.76 19.57 35.43 

Proposed model 3.65 5.32 6.74 9.08 

 

 

Figure 1. Modified iterative procedure accounting for notch size effect. 
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ABSTRACT 

 Notch fatigue analysis is vital for ensuring structural integrity and reliability of engineering 

components. Consequently, ensuring the fatigue strength of regions with stress concentration is of 

considerable importance in safe structural design and operational reliability of engineering components [1]. 

Recently, notch fatigue analysis has been studied by different approaches. Amongst them, continuum 

damage mechanics methods [2], strain energy density-based approaches [3] and theory of critical distance 

(TCD) [4] are mentioned frequently. Furthermore, for notched structures, the presence of the cyclic plastic 

zone (CPZ) is one of commonly mentioned cause and controlling factor of failure due to crack initiation 

and growth near notch vertex [5]. Note that the presence of CPZ alters the notch shape, and which is 

assumed to be longer than its physical size under fatigue loadings [6]. Particularly, the influence of the CPZ 

is more significant in a low cycle fatigue (LCF) regime.  

a.  

  

b. 

 

Fig. 1. (a). the presence of CPZ shifts the critical distance location in TCD methods and (b). Procedure for 

employing the proposed model 
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Accordingly, a new model is proposed by coupling TCD with CPZ concepts for LCF analysis as shown in 

Fig. 1 to take in to account the formation of plasticity to employ classic TCD method under elasto plastic 

fracture mechanics analysis. 

Experimental data of En3B low carbon steel and 6082 Aluminium alloy are introduced for model 

validation and correlation. Results indicate that the proposed model provides better correlations of predicted 

fatigue lives with tested results than classic TCD and Susmel and Taylor models as illustrated in Fig. 2 

 

Fig. 2 Probabilistic distribution function plots of model prediction errors for: En3B low carbon steel 
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ABSTRACT 

This paper presents a probabilistic approach for fatigue life prediction of a rail vehicle axle with outside 

axle boxes based on small-scale fatigue data. The fatigue crack initiation stage was analysed. This study 

was based on a numerical analysis using the finite element method as well as analytical solutions. A local 

stress approach based on the Neuber rule and the Ramberg-Osgood relation was also considered. Special 

attention was paid to the stress relief groove between the wheel and the gearbox of the axle, as this region 

is one of the critical areas in terms of stress. The stress concentration factor, Kt, was evaluated in this region. 

Fatigue design standards for railway vehicle axles, such as EN 13103 and EN 13104, were reviewed. 

Rotating bending fatigue S-N curves were obtained based on the numerical-analytical procedure for the 

EA4T steel which is typically used in railway vehicle axles in Europe. Experimental data, from rotating 

bending high cycle fatigue experiments, were also collected for fatigue strength characterization of steel 

grade EA4T. Then, the probabilistic fatigue life fields were generated for both small-scale and derived full-

scale EA4T specimens based on the ASTM E739 standard. The fatigue S-N curves obtained with the 

numerical-analytical procedure were compared with the probabilistic fatigue fields acquired with ASTM 

E739 standard for derived full-scale specimens. 
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ABSTRACT 

S355 steel is currently used in the fabrication of most wind turbine monopile support structures and 

offshore structures. In this type of structures, most fatigue failures occur in the welded connections where 

cyclic loading is the main responsible for this phenomenon. Similar to high cycle fatigue analysis, the stress 

life method utilizing stress-cycle curves (S-N curves) can be used to determine the strength of a welded 

joint under fatigue loading. In this research, the evaluation of design S-N curves for a double side welded 

connection made of S355 steel is proposed. This study concludes with a comparison between the 

experimental fatigue curves obtained and the design S-N curves proposed in design codes for offshore 

structures and general steel structures. For the specimens under investigation, the hot spot and nominal 

stress approaches are taken into consideration. The characteristic fatigue curve of the double-side welded 

connection is obtained using statistical analyses based either presented in the ASTM E739 standard or ISO 

12107 standard. The hot-spot and nominal stress approaches yield very similar S-N results considering the 

specimens under study. A comparison between these fatigue curves at 5% of probability of failure provided 

by standards and the probabilistic fatigue strength curves based on Bayesian inference and Weibull 

distribution is done. 
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Figure 1 - Comparison of the pf = 5% P-S-N curves from different methodologies for the hot-spot stress case 

 
Figure 2 - Comparison of the pf = 5% P-S-N curves from the different methodologies for the nominal stress case 
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ABSTRACT 

The stochastic behaviour of life due to the fatigue of metallic materials promoted the development of 

probabilistic models capable of predicting failures resulting from damage caused by dynamic loading, 

coupled with the need to improve the safety and reliability protocols of project engineering. P-S-N curves 

are a widely used tool to assess the relationship between the probability of failure due to fatigue, stress 

range, and the number of cycles to failure. The P-S-N curve developed by Castillo & Fernández-Canteli [1] 

is being widely used by researchers for its statistical robustness and general application capacity in fatigue 

problems of mechanical/structural components and different materials, regardless of the failure mechanism. 

This model is the basis for using the Weibull distribution of three parameters and there are no reports in the 

literature on the performance of this model when subjected to small fatigue samples [2]. The purpose of 

this work is to develop a comparative study based on the Monte Carlo simulation of the Weibull parameter 

estimation models, maximum likelihood (EMV), Weighted least squares (WLS),  maximum product 

spacing (MPS), probability-weighted moment (PWM), and Castillo, subject to estimates of small 

experimental fatigue samples. This will provide information on which model has a better estimation 

performance based on bias and mean square error as a function of the sample size and therefore a better fit 

on the P-S-N curve. Preliminary results show that the Castillo model presents a better performance for the 

β (shape parameter) in terms of mean square error when applied to samples of size between 9 and 30, for 

samples larger than 30, the maximum likelihood brings a better adjustment. 



39 

 

 

Fig. 1. Bias and RMSE of Castillo, PWM, EMV, MPS and WLS methods for small sample size 

 

 

 

Fig. 2. Bias and RMSE of Castillo, PWM, EMV, MPS and WLS methods 
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ABSTRACT 

Lateral-distorsional buckling, an instability mode characterized by a horizontal displacement and twist 

of the bottom flange of the steel profile with distortion of the web, may occur in continuous and 

semicontinuous composite beams close to the internal supports, where hogging bending moments and 

developed.  

The current Brazilian standard [1] for verification of composite structures adopts the formulation 

proposed by [2] to determine the critical moment of lateral-distortional buckling. In this formulation, the 

influence of bending moment distribution is taken into account by an equivalent uniform moment factor 

(Cdist). Recent research indicates imprecisions in this procedure. [3] demonstrated that this equation leads 

to unsatisfactory results for the calculation of the critical moment of beams subjected to uniform bending 

moment diagram. The authors also proposed a new procedure for the calculation of this moment. 

Since the formulation of [2] shows inconsistencies for the case of uniform moment diagram and the 

equation of [3] is more appropriate in this case, the present work presents new values for the Cdist 

coefficients, to extend the formulation of [3] for linear bending moment diagrams. 

First, the influence of adjacent spans was evaluated to determine which boundary conditions of the 

numerical models would be most appropriate for the analyses, comparing 46 complete models with three 

and two spans with respective simplified models developed in the software ANSYS Mechanical APDL. It 

was concluded that the bending moment of the adjacent span has little influence on the value of the critical 

moment, generating only a warping restriction effect that reduces with increasing length of the span. Thus, 

as observed by [4], there is no prejudice to safety and accuracy when adopting a simplified model consisting 

of a single span, as long as adequate boundary conditions are imposed. 

Then, 144 simplified models with the most diverse geometric parameters were developed for each of 

the 9 linear moment diagrams described in the Brazilian standard, including the uniform negative moment 

diagram, obtaining a total of 1,296 models. Next, Cdist,num values were obtained from the ratio between the 

elastic critical moment of each beam subjected to each bending moment diagram and the beam of the same 

geometry under uniform hogging moment. It was observed that the value of the Cdist,num coefficient, and 

consequently of the critical moment, depends not only on the bending moment distribution but also on the 

ideal number of half-waves, nid, calculated as presented in [3] (Fig. 1). 

Therefore, to reproduce the variation observed, exponential equations are proposed for the calculation 

of Cdist as a function of the nid parameter, in which the coefficients of these functions depend on the shape 

of the bending moment diagram. These equations are also represented as continuous lines in Fig. 1.  

Conservatively, when 𝑛𝑖𝑑 tends to infinity, these proposed equations tend to a minimum value and, 

therefore, this value can be used for a simplified determination of the critical moment. 
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Fig. 1. Cdist,num x nid 

 

The ratios between numerical and analytical moment values obtained by the proposed procedure and 

by [2] are presented in Fig. 2. It is noticeable that the proposed procedure leads to great precision when 

compared to numerical values, presenting an average ratio between analytical and numerical results equal 

to 0.98. As expected, it is also observed that when using only the minimum value of the equations, 

conservative values are obtained. Finally, it is noticeable that the formulation described in the Brazilian 

standard is imprecise and, in the majority of cases, it leads to a critical moment greater than that obtained 

numerically, leading to values up to two times greater than the numerical, especially for larger spans. 

 

 

Fig. 2. Comparison between numerical and analytical results in relation to nid: proposed exponential equations; the 

minimum value of the proposed equations and formulation presented by [2]. 
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ABSTRACT 

Lateral distortional buckling (LDB) is an ultimate limit state that may occur in continuous and semi-

continuous composite beams near the hogging moment regions. Due to the significant restriction imposed 

to the top flange of the steel profile by the concrete slab, the only way the bottom flange can buckle is by 

bending (distortion) of the web. The LDB phenomenon has been studied mainly with support of 

computational simulations, due to the high cost and difficulty on the execution of physical tests. The 

commonly used software (based on the finite element method in general), enable reasonable control over 

the initial conditions of the models, which provides the means to high fidelity simulation, as long as those 

conditions are properly defined [1, 2, 3]. 

An important aspect that impacts directly on the response of the simulations of beams subjected to 

LDB is the presence, shape and magnitude of initial geometric imperfections. Thanks to the randomness of 

manufacturing defects, the shape of the imperfections can usually be considered in a simplified manner, as 

equal to the most critical eigenmode found in linear buckling analyses (LBA) and its magnitude may be 

determined as fractions of the dimension of the studied element [4, 5]. Research points to a suitability in 

the use of LBAs, however, proper imperfection magnitudes may be of hard determination for several 

instability phenomena [6]. 

The present study examines LDB’s sensitivity to different types and formats of geometrical 

imperfections. Initially, a numerical model was developed on the Ansys commercial code and doubly 

symmetric I-shaped beams with restrictions imposed to the top flange, subject to uniform hogging moment 

were simulated. In these beams, the buckling mode was adopted as initial imperfection shape with a 

maximum imperfection amplitude of L/1000. This configuration was called mode “0”. 

Results showed that an increase in the length of the beams resulted in a change of the buckling mode, 

which presented more than one half-wave, without variation of the critical moment. This observation is in 

agreement with the literature [2]. As a consequence, for models with larger span, the first eigenmode 

presented multiple half-waves and, due to the fact that the amplitude of the imperfections is based on the 

whole length of the piece, the final curvatures stablished became greater (Fig. 1). This increase can lead to 

excessive conservatism in the results of simulations when the mode “0” is adopted. 

 

Fig. 1. Increase in half-wave numbers due to beam length increase. 
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To evaluate the suitability of utilizing mode “0” imperfections, models with the imperfection shapes 

that are normally found in steel beams that are relevant to the studied buckling mode, i.e., bending about 

the minor axis of inertia and bending of the web as well as combinations of these modes, were simulated. 

A preliminary analysis was made to determine which of these common manufacturing imperfection shapes 

produced the most critical value for the resistant moment. The imperfection amplitude was also varied from 

60%, 100%, 140%, until 180% of the commonly observed values (obtained from [7], which measured 

imperfections of real beams). Besides that, combinations of global and local modes were tested. It was 

observed that the existence of the imperfection mode “1” did not conduct to a great reduction in the resistant 

moment with an increase in the span. This observation is consistent with standard’s prescriptions for 

determination of the resistant bending moment [8] but leads to a different behavior when compared to 

models with imperfection of mode “0”. 

A method based on using the buckling mode, but with a reduced imperfection size was proposed and 

it led to less conservative results than the ones obtained with mode “0”, with better agreement with mode 

“1” imperfection and with the trend observed from [8]. 
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1.INTRODUCTION 

 The Cold-formed steels are light and easy to transport highly used in steel structures. These can 

be manufactured in different and desirable forms (Kaleeswaran et al., 2020; Vy et al., 2020). 

  In order to calculate the compressive strength of cold formed profiles, it is necessary to take into 

account the local buckling (Winter Equation) and the overall buckling of the element. Traditionally, cold-

formed steel projects in Brazil are carried out based on ABNT NBR 14762, which is based on the Effective 

Width Method and the Effective Section Method. The latter was recently included in the standard (Batista, 

2009; Batista, 2010; Couto et al., 2014). 

  In this work, the resistant calculation force N,rcd, of cold hardened steel U and Z is investigated 

by the ABNT NBR 14762 standard considering the effective section method. As it includes include 

different configurations.  

 

2. METHODOLOGY 

   

 Referring to the ABNT NBR 14762 standard, the effects of global buckling and the effects of local 

buckling were calculated including the interaction with global buckling, the equations are described in the 

previous section. For calculation purposes, the lengths of L = 2.0 m, L = 3.0 m, L = 4.5 m and L = 6 were 

considered. 

 The Z series profiles were initially considered asymmetrical, but in this profile the centroid O 

coincides with the torsion center (x0, y0), this causes the torsion centers to be x0 = 0 and y0 = 0 in the 

equation item 9.7.2.3 . (ABNT NBR 14762). Thus, specifically for the stiffened Z profiles analyzed, the 

analysis as an asymmetrical or symmetrical profile at one point, generates the same results for resistant 

axial force of calculation (NcRd), according to the procedure indicated in item 9.7.2.3 of NBR 14762. 

 The hardened U series profiles are symmetrical in relation to the x axis. Therefore, the calculation 

methodology indicated in item 9.7.2.2 of the aforementioned standard was followed. 

 

 3. RESULTS 

   

 With the results obtained, it was observed that the profile calculation resistance decreases as the 

bar length increases. As the strength of the stiffened profile is increased, the resistant design force 

increases. This is because, in addition to the gain of inertia, the local buckling coefficient kl increases 

and causes the axial strength of local elastic buckling to increase, which in turn decreases the slenderness 

value. 

 When considering the same profile series and the increase in thickness, the resistant calculation 

force, Nc, rd, is increased, indicating greater profile stability. 

 Analyzing series of Z profiles that differ only in terms of the bw dimension (larger dimension of 

the Z profile), it is observed that there was a small reduction in the resistant axial force of calculation, Nr, 

cd. This is because despite the fact that profiles with a larger bw dimension have greater inertia, there is a 

reduction in the axial strength of elastic buckling Nl which causes the buckling slenderness to increase. 
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 It appears that the axial flexural buckling axial force in relation to the main y axis is always the 

lowest for the calculation of the Ze profile, while for the Ue profile the Nexz is predominantly smaller 

(flexural-torsion global buckling). 

 In general, it can be concluded that the greater the length of the profile, the lower the axial force 

of global elastic buckling. This causes the reduced slenderness to be increased, which in turn, makes the 

reduction factor of the resistant axial compression force smaller. This factor is directly proportional to the 

resistant axial force of calculation. For short columns the axial force reduction factor tends to approach 1 

(2 m), for long columns (6 m) this value is less than 1, and the resistance strength value decreases 

considerably. For greater lengths, an increase in the effective area was also observed, however, the decrease 

in the reduction factor was decisive. 

 The comparative analysis between the Ue and Ze profiles indicated that as the profile thickness 

and the length of the bar increases, the resistance of the stiffened Z-type profile approaches the resistance 

of the stiffened U-profile and, in some cases, is even higher. 
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ABSTRACT 

The local elastic buckling force of a steel plate in contact with a rigid medium constrained, such as 

concrete, is invariably higher than without the presence of a rigid medium, as concrete constrains the free 

formation of buckling waves, forcing them to move away from the concrete (Fig. 1 (a)). (Uy and Bradford 

[3]). 

In addition, previous research (Wright [6] and Uy [5]) has shown that each wall of a box section filled 

with concrete can be treated as an internal plate element with all edges set in contact with the concrete (Fig 

1 (b) (c)), and that the minimum local elastic buckling force of a steel plate with all the edges clamped and 

under pure compression occurs for an aspect ratio equal to 1.0. 

(a) (b) (c) 

Fig. 1. Buckling mode: of the steel plate constrained by concrete (Uy and Bradford, 1996) (a); transversal in a box 

section (b) and longitudinal in a box section (c) 

The most recent research (Huang et al. [1], Song et al. [2]) considers in the computational modeling of 

sections steel box with concrete component, the contact interaction (non-linear) between the steel plate and 

the concrete component (solid element). 

Thus, static post-critical analysis using the Riks Method often presents convergence problems, and 

quasi-static analysis is used to obtain the solution to the problem, which increases computational time. 

Therefore, the objective of the present work is to validate the simulation of transversal (Fig. 1 (b)) and 

longitudinal (Fig. 1 (c)) constraints to the local buckling of the steel plate, provided by the concrete 

component, by means of clamped supports, in composite steel-concrete sections under pure compression. 

The columns in steel box section filled with concrete studied by Uy [4], Uy [5], Huang et al. [1] and 

Song et al. [2] were adopted in the present study, and then analyzed numerically in the Abaqus program by 

the Riks Method, using clamped supports (Fig. 2) with the objective of forming plates with the four edges 

set and an aspect ratio equal to 1.0, and simulate the constraints provided by the concrete to the local 

buckling of the steel plate. 

The numerical results obtained (“force versus deformation” curves) in the present study were compared 

with the numerical, experimental and theoretical results of the cases studied in the literature, including the 

standard EN 1993-1-5:2006. Fig. 3, for example, shows the “force versus deformation” curve for the FB80-

2 specimen studied by Huang et al. [2], which shows the agreement between the numerical results of the 
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present study (blue curve) with those obtained by Huang et al. [2]. With regard to the amount of cases 

studied, the average of the “numerical of the present study / experimental of the previous research” and 

“numerical of the present study / numerical of the previous research” is approximately 1.0, and the standard 

deviation (SD) is less than 0.1. 

 

Fig. 2. Clamped supports constraints - Specimen FB80-2 

 

Fig. 3. Numerical results versus experimental and numerical results - Huang et al. [2] - Specimen FB80-2 

Therefore, the consideration of clamped supports in nodal lines to simulate the local buckling 

constraints in the steel plate, provided by the concrete component, has been validated numerically. 
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ABSTRACT 

The use of structural elements characterized as slender steel plates is very appropriate associated with 

the fact that it provides high mechanical strength and efficient material consumption. These elements are 

traditionally used by the naval and aeronautical industry, but also significantly in civil construction, in this 

case especially in structural designs with the need to overcome long-spans, such as bridges and overpasses. 

A large amount of theoretical work is found in the literature regarding longitudinal stiffened plate 

buckling. Calculating the critical stress for simply supported plates submitted to uniform compression or 

pure shear [1] and later for cases of plates submitted to bending and different stiffener distributions [2-4]. 

Other authors have continued studies in the area of stiffened plate stability by means of theoretical, 

experimental and numerical analyses covering a great diversity of parameters and complex cases, analyzing 

the stress distribution, position, number and forms of stiffeners [5-13]. 

Therefore, the objective of this work is to develop a numerical study analyzing the stability of 

longitudinally stiffened plates with Clothoidal shape stiffeners, an efficient geometry used as a connector 

in steel-concrete mixed structures. The study compares the behavior of plates stiffened with the Clothoidal 

and the conventional flat section stiffener considering the load distribution (from pure bending to uniform 

compression), stiffener position and influence on stiffness. 

The study was developed using the ABAQUS software [14] which uses the finite element method 

(FEM), through its function of linear perturbation analysis oriented to buckling problems. It was considered 

a symmetrical load, i.e. the load is applied on both sides of the plate in opposite directions and the boundary 

conditions were adopted in order to simulate a supported plate along its edges. A finite quadrilateral shell 

element with 8 nodes and 6 degrees of freedom per node and a mesh with width equal to b/40, where b is 

the height of the plate, has been adopted. 

The study revealed that the models with Clothoidal stiffeners demonstrates similar behavior to the 

conventional flat type, presenting the same convergence in the optimum stiffness, and in adition, the 

behavior is identical when considering the use in this range of optimum stiffness between the two types, 

there are no significant differences associated on the parameters of the stiffener position and load 

distribution. Although, analyzing the variation in the buckling coefficient for stiffeners of both types with 

equal flat parts, it is identified that there are stiffness gains as a function of the clothoidal part, as shown in 

Figure 1. 
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Fig. 1. K vs EIs/bD* for longitudinally stiffened plates under pure bending with a stiffener located at 0.2b. 
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ABSTRACT 

In structural steel designs it is very usual to use laminated bars under tensile with angle, channel and 

tee cross sections. These sections can be connected by means of welds or bolts, arranged in a variety of 

different combinations. It is particularly common to make connections by parts of the cross-section, which 

can lead to non-uniform stress distributions associated with the shear lag effect, which can be defined as a 

phenomenon that causes the loss of strength of a pulled bar connected only by parts of the cross-section 

[1]. 

The Brazilian standard ABNT NBR 8800:2008[2] and the American ANSI/AISC 360[3] approach this 

phenomenon by applying reduction coefficients depending on the cross section and the type of connection, 

applied in the cross-section area resulting in a reduced strength. 

In addition, the literature contains a substantial number of studies on the effect of shear lag, but due to 

the different usable cross-sections and their dimensions and a wide variety of possible connections, it is 

difficult to precisely generalize reduction coefficients. In this sense, as there is no significant number of 

studies with welded channel connections, this study aims to analyze a range of channels pulled and 

connected by weld and to evaluate their behavior in relation to the already established propositions. 

The study consists of 120 models (Fig. 1), considering 3 cross sections usual in structural projects, 

each with an eccentricity of connection, ec. The analysis was carried out considering the following 

parameters: connection lengths, lc; bar and connection length ratio, L/lc; and use of transverse or non-

transverse welding in conjunction with longitudinal welding. 

 
Fig. 1. Sections used in the analyses 

Validation was performed by comparison with experimental results obtained by Gonzalez [4], 

according to Table 1. Four double tensioned channels models were reproduced which presented a relative 

difference between 5-9% in comparison with the reduction coefficients obtained by Gonzalez [4]. 
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Table 1. Validation of numerical models with [4] 

Model Ct - numeric Ct [4] Difference (%) 

C-L-1b 0.972 0.89 9.17 

C-L-2b 0.971 0.9 7.92 

C-L-3b 0.973 0.91 6.88 

C-B-1 0.967 0.92 5.07 

 

Based on the results obtained, the influence of the length of the connection on the reduction coefficient 

for the three sections was evaluated (Fig. 2). For short connection lengths, the reduction coefficient exhibits 

smaller values, which increase as the length of the connection increases, reaching a plateau and remaining 

constant from a certain point forward. It is noticeable that for the class A profile, with the smallest 

dimensions, the coefficient remains constant with a value above 0.96 for the whole range of variation, 

unlike for larger profiles, such as class C which presents great variation, starting with values of 0.75 for a 

connection length of 50 mm until stability is reached approaching 0.94. 

 
Fig. 2. Reduction coefficient as a function of connection length 
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ABSTRACT 

Welded steel girders are used in bridges, whose main objective is to overcome large spans. Generally, 

these girders have slender web, so that the buckling of this element tends to occur before phenomena such 

as lateral torsional buckling and yielding. In these cases, although the web buckling does not represent the 

strength limit of the element, which still has considerable post-buckling reserve strength, it is common and 

important to use efficient stiffeners that ensure greater strength to the structure. 

Several studies have been developed to evaluate the improvement of the buckling strength provided by 

longitudinal stiffeners in plates simply supported under pure bending. Alinia and Moosavi [1] and Vu et al. 

[2] used numerical analyses to study the optimum position of the longitudinal stiffener and to propose 

equations to determine the minimum flexural rigidity of this element in order to obtain a higher local 

buckling strength. 

Although the elastic buckling behavior of longitudinally stiffened plates under pure bending was 

widely explored by researchers, most of the numerical analyses do not evaluate the influence of the 

slenderness of the web, do not consider panels with multiple stiffeners, and adopt for the height of the plate 

a value lower than that observed in practice. In this sense, the objective of the present paper is to evaluate, 

by means of the Finite Element Method (FEM), the elastic buckling behavior of a stiffened plate with 

simply supported edges when subjected to pure bending, in relation to the influence of the aspect ratio of 

the plate and the positions and flexural rigidity of 1, 2 and 3 stiffeners. Finally, the results of the minimum 

flexural rigidities are compared with the equations proposed by Alinia and Moosavi [1], Vu et al. [2], and 

the American standard, AASHTO LRFD [3]. 

The numerical model elaborated in the ABAQUS program (version 6.14) [4] was validated from the 

study developed by Vu et al. [5], according to Table 1. 

Table 1. Validation of the numerical model with Vu et al. [5]. 

Aspect ratio, α 
Stiffener 

dimensions 

Buckling coefficient, k 
Difference (%) 

Present study Vu et al. [5] 

1.00 Unstiffened plate 25.610 25.650 0.156 

1.00 35 x 5 (mm) 150.568 152.630 1.370 

1.00 40 x 5 (mm) 152.576 154.080 0.986 

1.00 45 x 5 (mm) 154.110 157.900 2.460 

Forces varying linearly along the two transverse edges were applied to represent pure bending. 

Regarding the simply supported conditions of the plate edges, specific nodal constraints were considered 

in the displacements and rotations of the model, as illustrated in Fig. 1. 
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Fig. 1. Boundary conditions. 

Based on the results, the elastic buckling behavior of a plate stiffened by one stiffener was analyzed, 

considering the influence of the aspect ratio and flexural rigidity. It is observed that the greater the stiffness 

of the stiffener, the greater the buckling coefficient of the plate. However, the increase in this coefficient 

reaches a level, in which there is a transition from the global to the local buckling mode (Fig. 2). In relation 

to the aspect ratio, it can be concluded that plates with greater lengths require more rigid stiffeners to 

achieve higher values of this coefficient.  

 
Fig. 2. Buckling coefficient as a function of flexural rigidity 
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ABSTRACT 

Magnetorheological brake (MRB) is a brake by wire technology that utilizes the unique properties of 

magnetorheological fluid (MRF). MRF is composed of three particles, namely micro-ferromagnetic 

particles, base fluid, and additives. When the MRF is affected by a magnetic field (on-state), in a matter of 

milliseconds, the viscosity of the MRF will increase and form chain-like structures. Meanwhile, when it is 

not affected by the magnetic field (off state), the viscosity of MRF decreases and returns in the form of 

rheological properties [1]. Because the particle structure can be changed by adjusting the magnetic field 

and is responsive as well, MRF in the last two decades has been widely researched and applied as MRB. In 

the medical and robotic fields, low torque MRB is used in surgical aids [2], [3], haptic arms [4], and knee 

prostheses [5], [6]. Whereas in the automotive industry, high torque MRB is applied to clutches and brakes 

with torque ranging from 400 - 1400 Nm [7], [8]. Torque is an important parameter in MRB in addition to 

dimensions, response time, and working temperature. When the condition is on state, MRB must produce 

high braking torque but conversely, when it is off-state, the braking torque is expected to be zero [9]. Many 

designs and characteristics were developed to achieving goals. Table 1 shows some of the MRBs and their 

braking torque achievements. More details in this article will discuss the various designs, characteristics, 

and torque achievements of the MRB. 

Table 1. Design and characteristic of the proposed MRB 

Publication Design MRB Characteristic Maximum Brake Torque 

(Nm) 

Hidayatullah et al. [10]  Disc Serpentine flux path 2.1 

Nam and Ahn [1] Disc Double disc waveform 160 

Yu et al. [11] Disc Multi path magnetic 1400 

Ma et al. [12] Disc Multi disc 1000 

Sayyaadi and Zareh [5] Drum/cyinder T-shaped 17 

Wu et al. [13] Drum/cyinder Multi pole, multi layer 133 

Wang et al. [14] Drum/cyinder Shear – squeeze mode 241 

Nguyen et al. [15] Hybrid Inverted 155 

Saini et al. [16] Vane Bypass rotary 73 
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Reinforced concrete is one of the most common materials used worldwide on the construction of civil 

engineering infrastructures. However, over time, reinforced concrete buildings inevitably begin to suffer 

from anomalies that compromise their durability and functionality. Continuous monitoring, maintenance 

and rehabilitation of civil engineering infrastructures are of paramount importance to ensure their structural 

integrity [1]. Researchers and engineers have been developing several methodologies to perform automatic 

and lower cost inspection procedures for engineering infrastructures using remote and contactless 

technologies.  

Advances in Unmanned Aerial Vehicle (UAV) technologies have produced low-cost and high-mobility 

UAVs which are rapidly expanding their applications on real-world civil engineering [2]. UAVs allow to 

perform the structural health monitoring and surface inspections, both based on high-resolution images, on 

large-scale civil engineering structures, facilitating the anomalies identification [3]. Convolutional Neural 

Networks (CNNs) are a deep learning neural network sketched for processing structured arrays of data. 

This technique has revolutionized autonomous image classification and object identification in the last 

decade. Applications of deep CNNs in UAV assisted inspections has begun to attract researchers for a more 

robust non-contact damage detection [4]. Although studies have shown the successful application of deep 

learning techniques to detect damage on concrete structures, namely cracks identification, the literature 

have rarely shown its application on exposed steel rebars. Having this in mind, this article presents the 

development and implementation of computational tools for automatic detection of exposed steel rebars 

using CNNs and UAVs. 

The process of creating an efficient CNN follows two essential steps. First, the constitution of a 

database of images and second the algorithm’s training and validation. The database should cover the most 

varied scenarios that can be found in a real-world environment and involved capturing images in real 

context as well as images online. Then, the images were divided in a 227×227 pixels resolution format for 

the pre-trained network. Two categories were created for training: i) positive label, for exposed steel rebars, 

and ii) negative label for intact concrete surface. A data augmentation technique was applied to the positive 

label images to enlarge the size of the database based on heuristic image transformations (lightning, 

contrast, blur, etc.). In total 40 000 images were used for training and validation, equally divided by the two 

categories. Using the pre-trained network AlexNet, 80% of the original database was used for training and 

20% for validation. The training took about 8 hours in a mid-range desktop, obtaining an accuracy of 96.6%. 

A dedicated algorithm was also developed to apply the trained CNN on images of any size, based on regions 

division approach (R-CNN), as well as highlighting the regions where the exposed steel rebars were 

detected. 

The tool was applied to the remote inspection of Monte da Virgem telecommunications tower, which 

is the tallest building of its type in Portugal with a total height of 177 m. Using an UAV, several proximity 

photographs were taken of the structure, which were processed by the developed tool based on an R-CNN. 

Fig. 1 presents two of the captured images, the original and the processed by R-CNN computational 

tool. 
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Fig. 1. Images captured on the remote inspection of Monte da Virgem Tower: original versus processed by R-CNN 

algorithm. 

As can be seen in Fig. 1, the application of the R-CNN was fully successfully in the precise detection 

of the exposed steel rebars. In several detections performed the only few false positives were related to 

local corrosion spots as well as cracks associated with delamination. The high accuracy achieved 

demonstrates how the CNNs can be a promising technique in supporting the inspection of structures in the 

upcoming future. 
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ABSTRACT 

An analysis methodology for assessment of atmospheric storage tanks integrity is developed in this 

investigation. The analysed tank presents 45 m diameter and 14 m height, approximately, and is constructed 

based on the use of ASTM A-283 steel plates. The laser scan technique is used for dimensional inspection 

of a damaged surface of the actual storage tank, which presents deformations on its shell. The results of the 

laser scan inspection are used to build a finite element model, considering the damages measured and 

precisely representing the imperfections. Fitness-For-Service criteria from API 579 design code are used to 

evaluate if the tank is suitable for operation, through finite element analysis considering geometric and 

material nonlinearities. Wind buckling behaviour is investigated and the structural steel shapes as wind 

girders are shown to be the best way aiming to prevent collapse from buckling. The main results of this 

study, see Figs. 1 to 3, show that the developed analysis methodology is very effective in order to assess 

the storage tanks integrity and to reduce maintenance costs. 

 

Fig. 1. Membrane plus bending stresses (left) and equivalent plastic strains (right) for plastic collapse assessment of 

the studied storage tank. 

 

Fig. 2. Equivalent plastic (upper left) and cold forming (upper right) strains; strain limit (lower left) and local failure 

criterion (lower right) for local failure assessment of the investigated tank. 
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Fig. 3. Geometric and material with imperfection nonlinear buckling analyses results. 
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ABSTRACT 

Dams are one of the most important infrastructures in any country, which in case of failure may cause 

inevitable financial damages and human losses to the society. Among the major causes of dam failure is 

sliding failure that occurs under the influence of the reservoir water level.  Reliability analysis methods 

allow the designer to provide an estimation of the safety levels and the most probable state of the failure by 

considering the different water levels of the reservoir that may occur. First Order Reliability Method 

(FORM) is one of the most common methods of the reliability analysis that is widely used to assess the 

reliability of structures. In this paper, a new method based on the first order reliability method (FORM) and 

Slime mould algorithm (SMA) for evaluating the reliability of concrete gravity dams is presented under the 

uncertainty of the inherent parameters of strength and load. The proposed method was first evaluated to 

solve several benchmark reliability problems and then used to assess the reliability of the sliding failure of 

the Sariyar dam in Turkey. The results of comparing the FORM-SMA method with the Monte Carlo 

simulation (MCS) and FORM showed that the proposed method, in addition to reducing the number of calls 

the limit state function, also has a high accuracy for calculating the probability of failure of concrete dams 

under sliding failure. 
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ABSTRACT 

 

The Pipeline Inspection Gauge (PIG) is widely used to carry out automatic inspections of the coating with 

non-destructive testing (NDT), the Magnetic Flux Leakage (MFL) technology is able to identify metallic 

losses caused by corrosion in long-distance cartons [1, 2]. Although the technique is widespread in the 

industry, it brings with it a high measurement uncertainty, causing some defects to be oversized or 

undersized. The purpose of this work is to analyze some parameters intrinsic to the MFL (Magnetic Flux 

Leakage) technique, such as: PIG (Pipeline Inspection Gauge) displacement speed, magnetization level and 

wave amplitude of the MFL signal, using the Box-Behnken statistical method to expose the factors that 

most influence the measurement uncertainty of the MFL tool. A performed-on site with 17 samples, using 

the ultrasound scan inspection technique (Fig. 1) to assess the real condition of the metal losses. It was 

observed that the parameter with the greatest influence on the measurement uncertainty is the wave 

amplitude (Fig. 2), however the combination of the three parameters mentioned above, provides a better 

answer in determining the measurement uncertainty. A significant factor is that the wave amplitude 

expresses different geometries for losses of thickness located in the body of the tube, if compared with 

losses located in the ZTA (Thermally Affected Zone). This can be explained by the modification of the 

crystalline structure of the material in the ZTA. In this way, pipeline monitoring and maintenance inspection 

routines, based on the combination of the three measurement parameters, will be able to prevent the spread 

of damage and improve the reliability of the entire pipeline and pipeline network. 
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Fig. 1. MFL amplitude - Defect 1. 

 

 

Fig. 2. Ultrasonic equipment fixed to the external wall of the pipe 
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ABSTRACT 

The traditional approach to model the fatigue phenomenon is to evaluate the initiation and propagation 

phases separately. However, recent scientific investigations were developed in which the FCG process is 

considered as successive crack re-initiations and, therefore, both initiation and propagation phases are 

physically similar. This methodology can be designated as a unified approach to fatigue [1–4]. 

In 1985, Glinka [2] introduced the use of strain-based fatigue local relations to model FCG processes. He 

developed the concept of discretization using elementary material blocks whose failure defines crack 

growth. Later on, new fatigue local models have been proposed. In 1999, Peeker and Niemi [3] proposed a 

model for fatigue crack propagation based on the superposition of the near-threshold and stable fatigue 

crack propagation regimes using cyclic elastoplastic stress-strain constants as well as strain-life constants. 

Then, Noroozi and Glinka [4–6] developed the UniGrow model based on the elastoplastic crack tip stress-

strain history analysis in which the influence of the applied compressive stress is included. This model was 

developed using the Smith-Watson-Topper fatigue damage parameter. More recently, a crack propagation 

model based on residual stresses has been proposed by Correia et al [7], Hafezi et al [8], and Jesus et al [9] 

which considers the assumptions of the UniGrow model but the elastoplastic stress fields are obtained by 

finite element models. It is also important to refer that the implementation of probabilistic analysis to FCG 

models based on local approaches has been performed by Correia et al [7,10,11] and Bogdanov et al [12]. 

These FCG models have been also used in procedures to compute S-N curves of structural details. Correia 

et al [10,13,14] proposed a general procedure to obtain probabilistic fields for notched details. 

In this paper, the fatigue life of S235 steel is analysed for the fatigue crack initiation phase considering the 

Huffman model [1]. It considers a damage parameter based on the strain energy density defined as: 
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where 𝑈  is the elastic strain energy density, 𝑈𝑝
∗ is the complementary strain energy density, 𝜌𝑐, is the 

critical dislocation density and 𝑈𝑑 is the strain energy density. 

The characterization of S235 concerning its cyclic elastoplastic stress-strain curve was previously studied 

by Carvalho et al [15]. This curve is defined with low-cycle fatigue tests performed under strain-controlled 

conditions following the ASTM E606 standard [16]. It was observed a good agreement between 

experimental data and Huffman model predictions. Concerning the value obtained for 𝜌𝑐, its mean value is 

in line with the expected values [13]. Frequentist inference is applied to find the optimum value. 

In conclusion, it was observed that the application of the Huffman model to compute strain-life behaviour 

is reliable.  
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ABSTRACT 

Lattice steel towers become essential elements to transmission systems are widely used as supports for 

these systems [1]. The lattice towers structural system is composed by primary and redundant members. 

The primary members (main members), baring the most of loads applied, carrying the loads from their 

application points to the foundation system. The redundant members are used to provide intermediate 

bracing points, resulting in a reduction of primary members unbraced lengths and also increasing capacity 

for compression [2]. 

In general, first-order elastic structural analysis is used to design lattice steel towers used in power 

transmission lines and the secondary effects (deflected structure) are ignored. Therefore, the forces in the 

redundant members are equal to zero; as a consequence, mostly of the projects do not be included redundant 

members in the finite element models [3]. In a second-order elastic structural analysis, secondary effects 

(structural displacement) could produce addition forces on the elements and may show redundant members 

are subjected to additional forces [4]. 

According to the standard ASCE 10 “Design of Latticed Steel Transmission Structures” [3] 

methodology, redundant members are subjected to forces between 1.5% to 2.5% of the forces acting on the 

primary member it supports. Three different analysis methods based on post buckling member behaviour 

models are described: method 1 assumes that the redundant member is capable of carrying compression 

forces on a geometrically buckled configuration; method 2 assumes that redundant members do not carry 

forces on a geometrically buckled configuration; and method 3 assumes that the redundant members are 

capable of carrying reduced forces on a geometrically buckled configuration. 

Therefore, the main objective of this work is to develop an analysis methodology regarding the 

structural behaviour of lattice steel towers, evaluating the forces values acting on the redundant members 

and comparing with those calculated based on the ASCE 10 standard (Method 2) [3]. This way, several 

structural models of steel towers associated with a 500 kV transmission line, simple circuit, were analysed 

aiming to determine the forces acting on the redundant members based on a nonlinear structural analysis. 

The program PLS Tower R-14.2 was used for numerical modelling of the steel transmission towers based 

on the Finite Element Method (FEM). Thus, the forces values acting on the redundant member obtained in 

second-order elastic analysis were compared with those calculated according to the design standards (linear 

analysis). 

The structural assessment consists of determine the redundant member of the investigated structural 

system that present the most relevant differences between the forces values calculated by the design 

standard recommendations and those determined based on the finite element numerical simulations 

(second-order elastic analysis). After that, having in mind its relevance to the system structural response 

(structural stability), the structural capacity of these elements was assessed according to the ASCE 10 [3], 

as well as primary members braced by them. 



67 

 

 
a) Light suspension tower (SL) 

 
b) Heavy suspension tower (SP) 

 
c) Transposition suspension tower (ST) 

Fig. 1. Investigated steel towers. 

The results obtained in this research work have indicated that the second-order elastic analysis is 

essential to understand the structural behaviour, distribution of loads, design and global stability of the 

structure. It is also recommended to avoid applying braces with small angles to the primary members so 

that they perform their function correctly. Finally, it must be emphasized that there is an interest of the 

authors in studying more deeply the behaviour of redundant members, analysing the components related to 

the absorption of forces, allowing optimizing the structures geometry for better knowledge of load 

distribution and structural behaviour. 
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ABSTRACT 

Concrete-filled steel tubular columns (CFST) are an efficient and economical alternative, as they allow 

dispensing the use of formsworks, reduce the structures total weight and build more economical 

foundations. In addition, CFST have better toughness, ductility and bearing capacity when compared to 

traditional reinforced concrete columns. The shear connectors are applied when the adhesion between the 

filling concrete and the tubular profile is not sufficient to transmit the shear forces. In this work, 

experimental results are used with steel plate shear connectors Crestbond applied in rectangular tubular 

profiles, given the concrete confinement different behavior when compared to circular profiles. Numerical 

simulations were carried out in the ABAQUS program, changing the steel constitutive model applied to the 

connector and tubular profile, in order to obtain a model with satisfactory behavior against to the 

experimental results in terms of load versus relative slip. The proposed steel stress-strain relationships 

showed satisfactory for the representation of load transfer in PMPC with Crestbond connector, allowing 

future applications with the numerical model in behavior studies with parameters variation. 

The main experimental results used in this article context are models I and J, executed with 

320 x 250 x 8,2 mm tubular profiles (fy = 363 MPa and fu = 467 MPa) with two Crestbond connectors 

(fy = 390 MPa and fu = 508 MPa) filled with conventional concrete (fck = 25 MPa). Model I specimens did 

not contain reinforcement, while model J specimens had stirrups and longitudinal reinforcement. 

 

Fig. 1. Load versus relative slip curves for experimental and numerical results with model I [1]. 

The load versus relative slip curves with the experimental tests results and numerical results presented 

in [1] and [2] for CFST with rectangular profiles demonstrate that despite the good initial correspondence 

in terms of ultimate load and ultimate relative slip, the numerical curve always show an upward behavior 
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for the load (Fig. 1), unlike what is observed experimentally in which the load tends to stabilize as the 

relative slip grow up. In this article, some changes are proposed in the numerical model used by [1] for its 

adjustment, achieving results closer to the experimental tests. 

 

Fig. 2 Load versus relative slip with the proposed steel constitutive model applied (Curve 1). 

 

Fig. 3 Load versus relative slip with the proposed steel constitutive model applied (Curve 2). 

The curves for the steel constitutive model of shear connector analyzed in this work showed good 

results in the numerical simulations when compared to the initial results presented by [1]. When compared 

to the experimental results they are more conservative with descending branches after reaching the 

maximum load capacity of the composite system. The elastoplastic curve with a descending branch (Curve 

2 - Fig. 3) led  to more conservative results than the first proposal (Curve 1 - Fig. 2), which makes it more 

reliable for application in parametric studies of composite dowels in CFST with rectangular profiles. 
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ABSTRACT 

Due to the growing demand for more economical, efficient, and sustainable bridges, constructive 

methods that provide such attributes become necessary. In this sense, steel-concrete composite bridges have 

been widely used worldwide for their remarkable structural performance, which combines the benefits of 

both steel and concrete elements. The shear connection in these structures allows the optimized use of both 

materials, improving stiffness and strength. For small and medium spans bridges, the typical solution of a 

concrete slab and stell I-girders (Fig. 1.a) often displays the most economical results. Nevertheless, other 

solutions, such as steel-concrete composite beams with composite dowels (Fig. 1.b) and pre-cambered 

composite beams (Preflex beams, Fig. 1.c), emerge as innovative alternatives for bridge construction. 

The use of composite dowels in the girder web provides a way to overcome the inherent complexities 

regarding installing stud bolts and enables the steel top flange, commonly used only to fix the shear 

connectors, absence. These characteristics result in an economical, rationalized, and time-saving 

construction process. Furthermore, the oxy-cutting procedure adopted to obtain the composite dowels 

provides a system without welds, which increases the beam fatigue capacity [1]. On the other hand, the pre-

cambered composite beam system consists of a pre-casted concrete bottom flange prestressed through the 

steel beam’s pre-deflection. This particular configuration ensures gains in stiffness, flexural strength, and 

the increase of slenderness [2]. 

  

 

 

 

         (a)                                                       (b)                                                              (c ) 

Fig.1: Cross-sections examples of a) traditional solution, b) pre-cambered beam, and c) beam with composite dowels 

Given the benefits of these alternative constructive configurations, this work has aimed to develop a 

comparative study of the different solutions for composite beams to delimitate their efficiency and 

economy. Furthermore, developing guidelines for the design and execution of these systems [3] contribute 

to their dissemination in countries such as Brazil, in which their application is non-existent. Thus, case 

studies have been carried out according to the Eurocode design provisions [4]. Nevertheless, composite 

dowels design has been covered by the Z-26.4-56 [5] technical approval. Also, the procedures for 

calculating stresses and deflections due to creep and shrinkage effects for Preflex beams have been covered 

by Morano e Mannini’s method [6].  



71 

 

The traditional beams and alternative solutions’ performance were compared for the superstructure of 

a simply-supported railway bridge with 20 meters span and deck slenderness ratio (L/H) of 15, 20, and 25. 

The adopted cross-section configuration are shown in Fig. 1. Design spreadsheets were developed, and the 

indicators of performance were obtained for the optimized structural configurations. For the sake of 

simplicity, loads were transversally distributed according to Courbon’s method [7]. Also, cost analysis has 

been developed accounting, for each material, the equivalent steel area based on their prices. Although 

strongly affected by uncertainties, the cost analysis provides valuable indications about these innovative 

structural solutions’ economic relevance. Fig. 2.a displays the best slenderness range of use for the 

solutions, and Fig. 2.b shows the substantial savings provided by the alternative composite beams compared 

to the equally slender traditional solution.  

  
       (a)                                                                                          (b)                                                                

Fig.2: Case studies results: a) equivalent steel area per deck to slenderness ratio graph, b) cost analysis. 
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ABSTRACT 

High costs and complexity limit the number of fire experiments on structural elements. Tubular steel 

columns filled with concrete have been assuming an increasing role in civil construction. Their excellent 

structural performance makes them particularly suitable for applications in tall buildings and bridges 

(Espinos et al.2013). Concrete filling offers an attractive practical solution to provide fire protection without 

the need of any external protection. Fire safety is one of the key aspects of structural design and the response 

of these columns when inserted in a building structure is different from when isolated. The restraining to 

thermal elongation of the column plays an important role in its stability, since it induces different forms of 

interaction between the heated column and the adjacent cold structure of the building (Rodrigues and Laím, 

2017) 

2 Numerical Model 

The model was validated with results of tests accomplished by (Rodrigues and Laim, 2017). The 

experimental program comprised a large series of fire tests on circular, square, rectangular and elliptical 

concrete filled hollow columns. For the validation of the numerical models in this work was considered 

only the elliptical column tests. The elliptical column chosen had cross-section dimensions of 320 x 160 

mm, thickness of 12,5mm and a length of 3.150mm. The column was filled with concrete of C25 / 30 class 

and was reinforced with 4 rebars of 20mm diameter, and longitudinal stirrups of 8 mm diameter spaced 

150mm apart, both of B400 class. The support conditions of the columns were of the semi-rigid type and, 

during the experiment, the column was thermal restrained by a spatial restraining frame. In the validation 

of the model, a sequentially coupled thermal and mechanical analysis was adopted. A sensitivity analysis 

revealed that solid elements of C3D8R type of 20mm used in the concrete core and in the profile, led to a 

good response, with relative small processing time. The columns were entirely discretized. For the 

parameters that govern the heat transfer problem, the values recommended in EN 1991-1-2 were adopted. 

The thermal and mechanical properties of the concrete and steel at high temperatures were the ones obtained 

from EN 1992-1-2 and EN 1993-1-2, respectively. 

3 Analysis and Conclusions 

The imposition of restraining to the thermal elongation of the column, which strictly simulate the effects of 

the cold structure surrounding in case of fire, in general, mainly when the axial is much higher than the 

rotational restraining, reduces the critical time. The critical time (fire resistance) is defined in this work as 

the time elapsed between the start of heating and the return to the initial applied load, (Correia and 

Rodrigues, 2012). When comparing the critical times for the column without with the ones with thermal 

restraining, it can be seen that there was a reduction in critical time. 

The initial applied load to the columns, in all the cases, was 30% of the design value of the buckling load 

of the columns at ambient temperature, according to the design procedures of EN-1994-1-1. The axial 
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restraining forces generated in the columns increased to a maximum and then decreased until the column 

failed, mainly due to the degradation of the mechanical properties of steel and concrete with the 

temperature. The higher the stiffness of the surrounding structure is, the higher the maximum restraining 

forces generated in the column are. 

From the simulations it was also possible to observe that as the level of restraining increased, the time to 

reach the maximum load decreased. This doesn’t mean that the critical times reduce, because the 

detrimental effect of the axial restraining that reduces critical times is contradicted by the rotational 

restraining that may increase them. 

For the displacements, the higher the axial restraining imposed, the smaller the axial displacements. The 

displacements registered as a function of the restraining levels and time are consistent with those observed 

by (Rodrigues and Laim, 2017) in the experimental tests. 

For lateral deformations, at half height of the column, they were increasingly greater after the maximum 

axial displacements were reached. Figure 1 shows the axial and lateral displacements of the columns when 

subjected to the ISO-834 fire for three axial restraining values of 30, 120 and 500 kN / mm.  

Similar results were obtained for the columns subjected to the hydrocarbon fire curve simulations.  

 

 
Figure 1: Axial and lateral displacements 
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1. Introduction 

A beam-to-column steel joint is defined as partial-strength if the moment resistance of the joint is less than 

the moment resistance of the connected beam. In partial-strength joints, a plastic hinge may form at the 

joint and the rotation capacity of the joint must be checked. There is a need of a ductility rule, than can be 

used by design engineers, to check the rotation capacity of partial-strength joints. 

In the case of bolted joints, premature failure of bolts in tension must be avoided, imposing that the failure 

of plates components (ex.: end-plate or column flange) will occur before the bolt failure. 

Failure mechanisms of plates proposed in the literature usually underestimate the resistance of plate 

components. In this paper an upper bound of the plate resistance is evaluated which is necessary to prevent 

premature failure of bolts and ensure adequate rotation capacity of joints. 

 

2. The Eurocode 3 ductility rule 

According to the Eurocode 3 (EN 1993-1-8:2005) [1], the rotation capacity of a joint must be checked if 

the design moment resistance of the joint is less than 1.2 times the design plastic moment resistance of the 

cross section of the connected member. The following rule is given in EN 1993-1-8:2005, 6.4.2: "A joint 

with either a bolted end-plate or angle flange cleat connection may be assumed to have sufficient rotation 

capacity for plastic analysis, provided that both of the following conditions are satisfied: (a) the design 

moment resistance of the joint is governed by the design resistance of either the column flange in bending 

or the beam end-plate or tension flange cleat in bending; (b) the thickness t of either the column flange or 

the beam end-plate or tension flange cleat (not necessarily the same basic component as in (a)) satisfies: 

  (1) 

where d is the nominal diameter of the bolt,  𝑓y is the yield strength of the relevant basic component and 

𝑓ub is the ultimate strength of the bolt". 

 

3. Proposed ductility rule at ambient temperatures 

Several failure mechanisms of plates are analyzed and compared with the resistance of bolts in tension, in 

order to avoid a brittle failure of the bolts. Using the results of Gomes and Rodrigues [2], the ductility rule 

at ambient temperatures becomes 

 
(2) 
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4. Proposed ductility rule at high temperatures 

The ductility rule proposed for bolted joints at ambient temperature is modified for high temperatures, 

taking into account that the effect of temperature on the reduction of the bolt resistance is usually different 

of the effect of temperature on the resistance of plate components. At high temperatures the ductile rule 

becomes 

 

(3) 

where t is the plate thickness, d is the nominal diameter of the bolt,  is given by  

 

(4) 

where  is the steel temperature and the reduction factors  and  are defined in EN 1993-1-2:2005 

[3]. 

 

5. Conclusions 

In bolted steel joints, the resistance of bolts in tension should be greater than the resistance of the steel end-

plate, cleat or column flange in tension. A detailed analysis of a circular plate demonstrates that it is 

necessary to evaluate correctly the resistance of the steel plate taking into account the actual dimension of 

the bolt head or nut, in order to avoid brittle failure of bolts in tension. 

The Eurocode 3 ductility rule may lead to a brittle failure of the joint. In fact, the plate components 

resistance is underestimated by the Eurocode 3, which is safe for the resistance evaluation but is unsafe for 

ductility control.  

As a conclusion, in order to avoid brittle failure of bolted beam-to-column joints, the currently possibilities 

are: (a) to prevent the formation of a plastic hinge in the joint by using full-strength joints, or (b) to use the 

proposed ductility rules at ambient and high temperatures. 
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1.ABSTRACT 

Fire is an exceptional action that may occur during the life of a building, so it must be considered in the 

design of its structure. Eurocode 1 part 1-2 [4] and Eurocode 2 part 1-2 [5] provide several types of design 

methods for that propose, namely: tabular methods, simplified calculation methods, advanced calculation 

methods and experimental methods. Also considered that the structure of the building can be analyzed by 

single elements, parts of structure or the structure as a whole. 

The design of columns subjected to fire is important both for new buildings, as for buildings that will be 

refurbished and also for the verification of the residual resistance of columns after fire. 

This article begins with a study on the behavior of the different types of building columns embedded in 

walls and subjected to fire. The paper presents also a benchmarking on comparing the studies made by 

different authors [6], [7] and [8] for different types of columns. After that a specific analysis on the behavior 

of reinforced concrete columns subjected to fire is carried out. 

According to Kodur [1], the position of the column in the building structure leads to a different 

thermomechanical behavior. The position of the neutral axis of the element's cross section can rotate and 

(or) translate, according to the way of fire exposure. 

Also according to Purkiss [2], for the verification of the compressive resistance of columns subjected to 

fire, the zone method was more conservative compared to the 500°C isotherm method, both prescribed in 

Eurocode 2 part 1-2 [5].  

In this way, this paper analyzes numerically different ways of fire exposure and compare the results of the 

simplified calculation methods for designing the columns in case of fire and also the influence of the 

adjacent walls to a column in case of fire. The advanced calculations were performed with the finite element 

software, Abaqus CAE. Thermomechanical analysis of the columns subjected to fire, started with the 

temperature calculation in the cross-sections [3]. A thermal analysis of the cross sections of columns was 

carried out, for several cases of fire exposure. From the results, representative models of possible thermal 

behaviors, through the cross-section of the reinforced concrete columns subjected to fire, are obtained. 

The numerical models in this work considered the column as isolated or embedded in the middle or the 

corner of a wall. The fire curve considered was the ISO 834, for a fire duration of 4 hours.  
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With this information, it was possible to perform the thermomechanical analysis of columns and present 

graphs with residual resistance of compression versus fire time. Considering varying the reinforcement rate, 

characteristic value of the compressive strength and the dimensions of the column cross section. 

It was also possible, to compare the results of the advanced calculation methods with the simplified 

calculation ones them and verify which are more conservative. 

It was also checked the walls effect on the behavior of the columns when subjected to fire. It was concluded 

that the walls prejudice when the column is at the corner and favorable when the column is at the middle. 

The protection effect promoted by the walls in some cases overlap the detrimental effect of the differential 

heating. 
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ABSTRACT 

Castellated steel beams are characterized by sequential openings in the web and designed in different 

types of structures. The manufacturing process, which simply consists of cutting, shifting and welding, 

increases the profile’s height which results in greater inertia to the beam, increasing bending resistance and 

stiffness. These beams can be simply-supported, continuous and semicontinuous and can be designed as 

composite when there is a shear connection between the steel profile and the concrete slab. 

Lateral distortional buckling (LDB), a global buckling mode, can occur in the hogging moment regions 

of continuous and semi-continuous castellated composite beams. This buckling mode is characterized by 

combined lateral displacement of the compressed flange and web distortion. 

The European standard [1] presents no equation for the calculation of the elastic critical moment of 

regular I beams and the Brazilian standard [2] indicates a procedure for the assessment of this moment 

based on the inverted U frame mechanism. The elastic critical moment is adopted for the calculation of the 

resistant moment of these beams. This phenomenon also occurs in steel-concrete composite castellated 

beams, but there is no design procedure in current standards. Researchers [3] developed an analytical 

procedure to determine the critical moment of composite castellated beams under uniform hogging moment. 

This paper proposes an adjustment factor in the procedure presented in the literature [3] for composite 

castellated beams under non-uniform hogging moment. 

Finite element simulations in the commercial code ANSYS [4] were performed and compared to the 

proposed procedure. Continuous composite beams with extreme spans and subjected to uniformly 

distributed load are present hogging moment in the central support region. To simplify the numerical 

models and allow an expressive number of analyses, in this paper, only the hogging moment regions were 

modelled. For the determination of the elastic critical moment of LDB of continuous composite beams, 

code prescriptions recommend that the concrete under tension should be ignored. Therefore, the concrete 

slab is replaced by a rotational spring of equivalent stiffness and only the steel section is simulated. 

To assess the accuracy of the procedure with the previously explained simplifications, models with 

different cross-section dimensions and spans were adopted. Results indicate that this procedure is adequate 

and led to good agreement with numerical results, with an average deviation lower than 6.7%. 
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ABSTRACT 

The present study deals with the behavior of cellular steel beams under fire situation, focusing on the 

lateral-torsional buckling (LTB). This limit state, characterized by a lateral displacement and a torsion of 

the cross-section (Fig. 1a), has been extensively investigated at room temperature [1-4]. However, due to 

the lack of investigations at elevated temperatures [5], there is not a satisfactory procedure to assess the 

moment resistance. Therefore, the present research aims to provide new proposals to evaluate the LTB 

resistance (MRk,θ) of cellular beams under fire situation. 

In this study, a numerical model is developed using ABAQUS software (Fig. 2b) and validated by 

comparison with numerical and experimental results from [2-4, 6, 7]. Cellular beams simply supported, 

subjected to uniform bending, and exposed to fire from all sides [8] are investigated. The effects of elevated 

temperature are considered through a simplified model. Firstly, two different uniform temperatures for each 

time of fire exposure are calculated using the analytical procedure from [9], one for the web, and another 

for the flanges. Thereafter, these two temperatures are used to determine the material properties of the web 

and the flanges, respectively. 

The validated numerical model is used for the parametric study, which assesses twenty hot-rolled 

parent sections, six groups of diameter and spacing of openings, values of non-dimensional slenderness 

between 1.0 and 4.0, seven flange temperatures, three load cases, and two structural materials, totaling 

11,021 analyses. At the web-post width, the cross-sections of the resulting cellular members were Class 1, 

2, or 3 for all temperatures investigated.  

  
(a) Lateral-torsional buckling deformations (b) Numerical model 

Fig. 1. Cellular steel beams bent about the major axis. 

The numerical results are used to plot resistance curves for each temperature investigated. Based on 

the regression of the numerical curves, two methods to evaluate the LTB resistance of cellular beams are 

proposed. The proposed LTB reduction factor under fire situation, χ
LT,θ,Prop

, is given by Eq. (1), where 

ΦLT,θ,Prop is given by Eq. (2),  λ̅LT,θ is the non-dimensional slenderness, αθ is the imperfection factor, as 

shown in Table 1, E is Young’s modulus, f
y
 is the steel yield strength, θ is the flange temperature, and κ0 

is a correction factor for Proposal II, which provides better agreement with the numerical results. 

χ
LT,θ,Prop

 = 

[
 
 
 

1

ΦLT,θ,Prop + √ΦLT,θ,Prop
2   λ̅LT,θ

2

 ≤ {

1

1

λ̅LT,θ

2⁄

]
 
 
 

κ0 (1) 

ΦLT,θ,Prop = 0.5 ⌊1 + αθ λ̅LT,θ + λ̅LT,θ

1,9
⌋ (2) 
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Table 1. Proposed parameters under fire situation. 

Method θ αθ/√E/f
y
 

κ0 

Proposal I 200ºC to 800ºC 0.032 1.0 

Proposal II 

200ºC 0.008 

{
λ̅LT,θ ≤ 1.700 → κ0 = 0.170 λ̅LT,θ

2
   0.289 λ̅LT,θ + 1.000 

λ̅LT,θ > 1.700 → κ0 = 1.000
 300ºC 0.012 

400ºC to 800ºC 0.021 

A comparison between numerical and analytical reduction factors is shown in Fig. 2, where Wy is the 

section modulus. As can be seen, Proposal I is more severe than the procedure from [9] and presented 

differences with the numerical results between -40% and 7%. Therefore, this procedure is indicated for fast 

and practical calculations since it leads to mostly conservative results. On the other hand, Proposal II 

provides a better agreement with all investigated models, with differences between -16% and 8%, but 

requires different imperfection factors and a correction factor for cellular beams with intermediate 

slenderness. 

  
Fig. 2. Numerical and analytical resistance curves for the uniform bending case: (a) θf = 200ºC; (b) θf = 300ºC; and (c) 

θf from 400º to 800ºC 
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Abstract 

Aluminium alloys of the 7000 series widely utilized in the manufacturing of components within the 

aeronautical industry are often subjected to complex load cycles, which vary over time, causing the 

accumulation of plastic deformation. Thus, a solid knowledge of the cyclic elasto-plastic behavior of those 

components is crucial, in order to develop reliable fatigue life prediction models. This study aims at 

investigating the cyclic deformation behavior of two 7000 series aluminium alloys, namely 7050 and 7075. 

Low-cycle fatigue tests are conducted under strain-controlled conditions at a strain ratio equal to -1. After 

the tests, fracture surfaces are examined by scanning electron microscopy to identify the main fracture 

mechanisms. The results show that the 7050 aluminium alloy exhibits a cyclic softening behavior. As for 

the 7075 aluminium alloy, it was observed a mixed behavior, i.e. cyclic softening and cyclic hardening. 

The analysis of SEM fracture surfaces of the two aluminium alloys revealed that the main mechanisms 

were cleavage steps and micro-cavities. 
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ABSTRACT 

Modern structural steels, either by increased precision/regulation of fabrication processes or simply 

driven by rising demands of modern structural solutions in both size, load-bearing capacity, and quality 

requirements, have led to what is usually considered in the design environment to be a homogenous 

material. 

Fatigue, per the definition of the American Society for Testing and Materials (ASTM) [1], is a 

progressive and permanent change in a material when subjected to fluctuating stresses/strains, which, even 

though these may occur within the scope of the material’s elastic region, it does, more often than not, lead 

to a loss in structural load-bearing capacity or quite possibly the collapse of the same. 

Usually characterized in standards as the graphical representation of a component’s experimental 

resistance, fatigue results are highly influenced by a variety of factors which result in a considerable scatter 

in the measurable data. As such, and to be possible to generalize for any structural component geometry, 

localized approaches present in literature, such as the Coffin-Manson strain-life relation [2] presented in 

Eq. (1), employ material elastoplastic fatigue properties to portray the effect more accurately on the 

component. 

 

 
∆𝜀

2
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∆𝜀𝑒
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𝐸
 (2𝑁𝑓)

𝑏
+ 𝜀𝑓

, (2𝑁𝑓)
𝑐
 (1) 

 

In the present work, the Coffin-Manson mean elastoplastic material properties for S235, S355, and 

S690, present in the EN 10025 [3], as well as the respective coefficient of variation for the Normal 

distribution, according to both ASTM E739 [4] and ISO 12107 [5] standards for fatigue testing of metallic 

materials are presented. Additionally, and with the same intention, the two-parameter Weibull distribution 

is used following the mindset of the previously mentioned testing standards. In Eqs. (2)-(3), the coefficient 

of variation (𝐶𝑜𝑉) for both distributions is presented. 

 

 𝑁(𝜎, 𝜇) ∶  𝐶𝑜𝑉 =  
𝜎

𝜇
  (2) 

 𝑊(𝛼, 𝛽) ∶  𝐶𝑜𝑉 =  √
Γ(1 

1

𝛽
)

Γ(1 
1

𝛽
)
2  1   (3) 

 

By fitting the cumulative probability of the Weibull distribution with four distinct estimation methods, 

maximum likelihood method (MLM), linear least square method, the weighted linear least square method, 
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and the method of moments, the Weibull distribution two parameters, shape and scale, can be obtained and 

goodness-of-fit tests can be applied to determine the optimal outcome. 

Finally, a comparison between the experimental data and values collected in the literature is presented 

with regards to the coefficient of variation of the strain-life parameters following both distributions. 
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ABSTRACT 

Desengano’s Bridge is a Brazilian bridge built in the 19th century over the river Paraíba do Sul and 

is used today as a road-rail bridge. This research study presents the results of chemical composition and 

microstructures analyses, monotonic tensile strength, hardness, and impact tests. The microstructural 

characterization by optical microscopy revealed that the samples analyzed have a ferritic matrix, coarse 

grain size, and a great number of slag inclusions, which are characteristics of puddled iron. In the tensile 

tests, high values of mechanical resistance and low ductility were observed, which was confirmed by the 

high hardness values obtained. In terms of impact toughness, low values of this property were obtained due 

to the high content of inclusions present in the material. Finally, the mechanical and microstructure 

properties of the bridge investigated were compared with different worldwide structures from the same 

historical period. It is known that this type of material under long-time operations and cyclic loading 

presents a degradation process, altering its mechanical properties, therefore, the information here presented 

is of great importance for structural safety. 

REFERENCES 

[1] Gordon, F.; Knopf, R.: Evaluation of Wrought Iron for Continued Service in Historic Bridges. Journal of Materials 

in Civil Engineering 17, 393-399 (2005). 

[2] Raposo, P.; Correia, J.; Lesiuk, G.; Valente, I.; De Jesus, A.; Calçada, R.: Mechanical Characterization of Ancient 

Portuguese Riveted Bridges Steels. Engineering Structures and Technologies 9, 214-225 (2017). 

[3] Mamani-Calcina, E. A.; Apaza-Huallpa, E.; Gonzalez-Diaz, D.; Vargas-Cardenas, H.; Guerra-Santander, E.; 

Andrade-Centeno, D. M.; Nacsa, B.; Alves, J.P.F; Landgraf, F.J.G.; Azevedo, C.R.F.: Microstructural and mechanical 

characterisation of the Simon Bolivar’s iron bridge structure, 19th century, Arequipa, Peru. REM – International 

Engineering Journal 73, 523-530 (2020).  

[4] Lesiuk, G.; Szata, M.; Bocian, M.: The mechanical properties and the microstructural degradation effect in an old 

low carbon steels after 100-years operating time. Arch. Civ. Mech. Eng. 15, 786–797 (2015). 

 

 



86 

 

ACKNOWLEDGMENTS 

Authors acknowledge the Brazilian research agencies CAPES, CNPq and FAPERJ for the financial 

support. 

  



87 

 

Estimation of strain-life properties through the strain 

energy density-based Huffman model for various 

aluminium alloys 

Victor H. Ribeiroa*, José A.F.O. Correiab, Peter Huffmanc, 

Grzegorz Lesiukd, Aparecido C. Gonçalvesa, Abílio De Jesusb, 

Filippo Bertoe 

a Mechanical Engineering Department, São Paulo State University (UNESP), School of Engineering, Ilha Solteira, São 

Paulo, Brazil. 

b CONSTRUCT & INEGI, Faculty of Engineering, University of Porto, Campus FEUP, 4200-465 Porto, Portugal. 

c Successful Failure Consulting Corp, USA. 

d Faculty of Mechanical Engineering, Department of Mechanics, Materials Science and Engineering, Wroclaw U 

niversity of Science and Technology, PL-50370 Wrocław, Poland. 

e Norwegian University of Science and Technology, Trondheim, Norway. 

*Corresponding author: victor.h.ribeiro@unesp.br 

Keywords: strain-life data; aluminium alloy; Morrow law; Huffman model; strain energy density 

ABSTRACT 

Fatigue crack initiation is traditionally described using empirical and/or deterministic models, usually 

in the form of single and double power law relationships for stress-life or strain-life. Fatigue crack growth 

is most often described as a power law relationship between the fatigue crack propagation rates and stress 

intensity factor ranges, in terms of fracture mechanics. Some models describe the initiation as being taken 

as the formation of the fatigue crack, and then propagation is the successive re-initiation locally at the crack 

tip [1-9]. 

The fatigue crack propagation modelling using strain-based fatigue local relation was first proposed 

by Glinka [1]. Others authors, as Peeker and Niemi [2], Noroozi et al. [3,4], Hurley and Evans [5], Correia 

et al. [6],  Hafezi et al. [7], Jesus et al. [8] and Huffman [9], have used local fatigue local models based on 

strain and SWT relations to model the fatigue crack propagation curves. 

The local damage parameter proposed by Huffman [9] uses the strain energy density approach from 

cyclic stress-strain properties to estimating the stress-life, strain-life, and fatigue crack growth. The 

Huffman local damage parameter is given by  

(
𝑈 

𝑈𝑑𝜌𝑐

) (
𝑈𝑝

∗

𝑈𝑑𝜌𝑐

) = 𝐷 =
2𝑁

2𝑁𝑓

 (1) 

where 𝑼𝒆 is the elastic strain energy density, 𝑼 
∗  is the complementary plastic strain energy density, 𝑼  is 

the strain energy density from dislocations, and  𝝆𝒄 is the critical dislocation density. The strain energy 

from dislocations can be approximated by 

𝑈𝑑 = (
𝐸

2(1 + 𝜐)
) ∙ |�⃗� |

2
 (2) 
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where 𝝊 is the Poisson’s ratio and �⃗⃗�  is the  Burger’s vector. The �⃗⃗�  value for irons, steels or similar metals 

materials is equal to  . 𝟓 ×   −   m, as shown in reference [9]. Finding the strain energy density by 

integrating the Ramberg-Osgood stress-strain relationship give the damage equation in terms of materials 

parameters 

(
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1

N
) = 𝐷 =

1

2𝑁𝑓

 (3) 

where  𝒎𝒂𝒙 is the maximum stress and  𝒂 is the stress amplitude. 

Equation (3) can be used along with the elastic and plastic parts of the Ramberg-Osgood relationship 

separately to calculate the Strain life parameters, or Morrow parameters, 

𝜎𝑓
 = 𝐸 (

2

𝑈𝑑
2𝜌𝑐

2
(

1

𝐾 
)

1 𝑛 ⁄

(
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1 + 𝑛 
)𝐸(1 2𝑛 ) 𝑛 ⁄ )

−𝑛 
1 3𝑛 

 (4) 

where   
  is the fatigue strength coefficient, 𝑬 is the elastic modulus,  𝑲  and 𝒏  are the cyclic Ramberg-

Osgood parameters of the cyclic strength coefficient and cyclic strain hardening exponent respectively. The 

fatigue strength exponent is then 

𝑏 =
 𝑛 

1 + 3𝑛 
. (5) 

The fatigue ductility coefficient is  

𝜀𝑓
 = 𝐸 (

2(𝐾 )3
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2𝜌𝑐

2𝐸
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−1
1 3𝑛 

. (6) 

And the fatigue ductility exponent is  

𝑐 =
 1

1 + 3𝑛 
. (7) 

The value of 𝝆𝒄 can be found by fitting the resultant strain-life curve to low-cycle strain-life data by 

solving the Equation (3), and, generally, has been found between  ×    𝟓 ≤ 𝝆𝒄 ≤ 𝟑 ×    𝟔 m-2 [9]: 

𝜌𝑐 = √(
2(2𝑁𝑓)
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× (𝜎𝑚𝑎𝑥
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(
1 𝑛 
𝑛 

)
. (8) 

This model was used to evaluating the strain-life parameters of the Al1050, 6061-T651, and AlMgSi0.8 

metal alloys [10,11]. The mechanical properties, cyclic elastoplastic, and stress-strain parameters of the 

metal alloys under consideration are summarised in Table 1. These parameters were obtained based on 

experimental low-cycle fatigue tests of smooth specimens performed under strain controlled conditions. 

The Huffman model was applied to the metal alloys under consideration to predicting the Morrow constants 

using the strain energy based on fatigue crack initiation model. A good agreement for the strain-life 

constants between the Huffman model and the Morrow equation is verified (see Table 2 and Figure 1). The 

critical dislocation density, 𝜌𝑐 , (Table 2) estimated for these materials are in line with the values 

recommended to the similar materials [9]. 

Table 1. Mechanical properties, cyclic elastoplastic and strain-life parameters based on Morrow relation for the 

various aluminium alloys under consideration [10,11]. 

Materials 

- 

𝑹 , .            

 MPa] 

𝑹𝒎           

 MPa] 

𝑬           

 MPa] 

𝑲  

 MPa] 

𝒏  

[-] 

  
  

 MPa] 

𝒃 

[-] 

𝜺 
  

[-] 

𝒄 

[-] 

Al 1050 19.0 73.5 70000 453.0 0.337 117 -0.1089 0.0167 -0.3147 

6061-T651 289.9 328.5 68000 393.4 0.0567 394 -0.0453 0.8680 -0.7745 

AlMgSi 0.8 157.0 260.0 66700 392.0 0.060 481 -0.0840 1.0945 -0.8671 

Table 2. Strain-life parameters based on Huffman model for various metal alloys under consideration. 
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Materials 

- 

𝝆𝒄           

 m/m3] 

𝑼   

[MPa] 

  
  

 MPa] 

𝒃 

[-] 

𝜺 
  

[-] 

𝒄 

[-] 

Al 1050 1.20E+15 2.12E-15 208.20 -0.1676 0.0996 -0.4973 

6061-T651 5.90E+15 2.06E-15 401.69 -0.0485 1.4445 -0.8546 

AlMgSi 0.8 4.51E+15 2.02E-15 387.92 -0.0508 0.8398 -0.8475 

 

  

a) Al 1050 b) Al 6061-T651 

 

c) AlMgSi 0.8 

Fig. 1. Strain-life curves – Experimental data vs. Huffman model. 
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ABSTRACT 

At the end of the nineteenth century, several bridges were designed and built-in steel with the 

perspective of a certain service life, which is achieving its end. Since it is desired to maintain these 

structures and even extend their service life, the interest around different methodologies of maintenance 

and strengthening of steel bridges increased [1],[2]. One of the most popular methodologies is the 

application of carbon fibre reinforced Polymers (CFRP) locally in strategic points of the structures[3]–[5].  

The CFRP are materials of high ultimate strength, low density, low weight and good resistance to 

fatigue, which are important characteristics for the rehabilitation of these structures [5]. Furthermore, since 

CFRP patches are connected through an structural adhesive, this strengthening method does not introduce 

defects or critical zones which can negatively affect the mechanical and fatigue properties, as in  welded or 

drilled connections [3], [4]. Usually, the weakest point of these reinforced details is in the interface between 

CFRP patch and steel detail, sometimes, due to cohesive failures (in the adhesive) or adhesive failures 

(between adhesive- CFRP or adhesive-steel) [6]. This last mode of failure happens because of a deficient 

preparation of the adhesive joint, while the first one depends on the fracture properties of the adhesive. 

Therefore, to evaluate this methodology of reinforcement is essential to assess the fracture behaviour of the 

joint and structural adhesive. This work aims to characterize the fracture mechanics behaviour under pure 

mode I of hybrid joints, which combine CFRP with steel by means of a structural adhesive. 

In order to determine mode I fracture energy (𝐺𝐼𝐶) and characterize the joint, an experimental campaign 

composed by asymmetric double cantilever beam (ADCB) tests was defined and performed. This type of 

test is performed on a specimen formed by two braces glued and with a pre-crack induced of a defined 

length (Fig.1). During this test a tensile load is applied to the specimen upper arm at the pre-crack side, 

leading to the crack propagation in mode I along the adhesive layer plane [7]. 

 
Fig. 1 Representation of ADCB test type (P: load; B: width; hu:  thickness of upper arm; hu: thickness of lower arm) 

The total strain energy release rate throughout the experimental test can be calculated by the following 

equation, which is based on the Irwin-Kies relation and the Castigliano theorem [7]–[9]: 

𝐺𝑇 =
𝑃2

2 
(𝑎 𝑞

2 (
1

𝐸𝑢𝐼𝑢
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1

𝐸𝑙𝐼𝑙
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6

5  
(

1

ℎ𝑢𝐺13(𝑢)
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ℎ𝑙𝐺13(𝑙)
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where 𝑎 𝑞  is the equivalent crack length, 𝐸𝑢𝐼𝑢 is the bending stiffness of the upper arm (steel), 𝐸𝑙𝐼𝑙  is the 

bending stiffness of the lower arm (CFRP), 𝐺13(𝑢) is the shear modulus of the upper brace and 𝐺13(𝑙) is the 

shear modulus 13 of the lower brace. 

Thus, four specimens were tested in a MTS810 machine at 1mm/min speed. The setup of the 

experimental tests is portrayed in Fig.2. The results obtained were consistent and similar in all the four 

specimens tested: instead of a cohesive failure, it was observed the failure of the CFRP (Fig. 3). Hence, it 

was obtained the energy of fracture of the hybrid joint, which is around 0:3N/mm and the CFRP showed to 

be the weaker material of it under this mode of fracture. This experimental campaign was also supported 

by a numerical study based on a trapezoidal cohesive zone model. 

 
Fig. 2. ADCB test setup 

 
Fig. 3.ADCB specimens after experimental tests 
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ABSTRACT 

The Europeans’ concerns are going to the optimization of every produced part. Mostly, it consists of 

shape optimization, material changing, and technology process optimization. It is related to a couple of 

factors such as mass reduction, and strength increasing. At the time of modern technology, it is possible to 

design new materials with better properties. Hybrid laminates, the newest combination of different 

materials that are quickly developed by top universities in the European Union. These kinds of materials 

are using primarily in Aerospace Engineering, but gradually the automotive industry considers use them 

wide-reaching. 

This paper focuses on one of the most important problems that occur during the use of composite 

materials, which is delamination. Such a process occurs predominantly between the layers especially along 

plastic and metal layers, and it is one of the most common reasons for the failure of those materials. In that, 

during the design process, the engineer has to check apart and find the weak regions. The intermediate 

solution for such a problem is a numerical analysis of delamination. This analysis so-called cohesive zone 

model (CZM) makes it possible. The fracture behavior of the material plays crucial role considering this 

analysis. The fracture toughness is one of the parameters that describe this behavior and needs to be 

implemented in this analysis.  

Investigated fiber metal laminate (FML) consists of aluminum alloy AW-6061 T6 in the middle, carbon 

fibers reinforced and glass fibers reinforced thermoplastic layers. The material was developed by scientists 

at Chemnitz University of Technology (Germany) [1]. Because of its advantages such as high strength, low 

density, excellent corrosion and moisture resistance, high fatigue resistance, high energy absorbing 

capacity, and high impact resistance their application may be considered in the aerospace and automotive 

industry [2]. 

Interlaminar fracture energy toughness of the inverse fiber metal laminate with unidirectional fiber 

orientation was investigated by the combination of experiment and finite element method analysis. The 

Double Cantilever Beam test was used to predict the interlaminar fracture toughness of this laminate and 

was carried out according to the ASTM D5528 standard. Then the finite element analysis was carried out 

based on the cohesive zone model (CZM) to numerically estimate the interlaminar fracture energy 

according to the load-displacement curve obtained from the DCB test (Fig. 1).  
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Fig. 1 DCB results, blue curve gives experimental data and grey curve the FEM results 

Fig. 1 shows two curves that blue one follows the experimental results and the grey curve obtained by 

FEM. It is noticed that the fracture behavior represented by the numerical model is close enough in terms 

of max force, also the displacement at max force is an important parameter giving information once the 

delamination occurs. Table 1 compare these parameters for both approaches.  

The approach shows  that the interlaminar fracture toughness is equally approximately 0.88 kJ/m2. The 

numerical results agreed with the experiments (Table 1). This approach may be used to determine the value 

of fracture energy for all these materials and configurations that are not covered by the normative approach. 

Obtaining such parameters let to apply them to models of structures and include analysis of the interface in 

case of such constructions. 

Table 1 Results obtained from experiment and numerical approach 

 Experiment FEM 

Max Force [N] 31.10 29.32 

Displacement at max 

force [mm] 
42.60 49.64 

Normal Mode Fracture 

Energy (Mode I) 
0.88 kJ/m2 

REFERENCES 

[1] T. Osiecki, C. Gerstenberger, A. Hackert, L. Kroll, and H. Seidlitz, ‘THERMOPLASTIC FIBER 

REINFORCED/METAL-HYBRID LAMINATES FOR STRUCTURAL LIGHT-WEIGHT APPLICATIONS’. 

[2] A. Salve, R. Kulkarni, and A. Mache, „A Review: Fiber Metal Laminates (FML’s)-Manufacturing, Test methods, 

and Numerical modeling”, Int. J. Eng. Technol. Sci., t. 6, nr 1, 2016. 

ACKNOWLEDGMENTS 

Calculations have been carried out using resources provided by Wroclaw Centre for Networking and 

Supercomputing (http://wcss.pl), grant No. 531.  

The project was supported in part by the Polish National Agency for Academic Exchange grant number 

PPN/BUA/2019/1/00086 

  



95 

 

Mode I and mixed-mode (I+II and I+III) fatigue crack 

growth characterization of 42CrMo4 steel after heat 

treatment 

M. Dudaa*, D. Rozumekb, G. Lesiuka, M. Smolnickia 

aDepartment of Mechanics, Materials and Biomedical Engineering, Wrocław University of Science and Technology, 

Smoluchowskiego 25, 50-370 Wrocław, Poland 
bDepartment of Mechanics and Machine Design, Opole University of Technology, ul. Mikołajczyka 5, 45-271 Opole, 

Poland 

*Corresponding author: monika.duda@pwr.edu.pl 

Keywords: crack growth; fatigue; heat treatment; mixed-mode 

ABSTRACT 

The work contains results of experimental investigation on fatigue crack behaviour in 42CrMo4 steel 

after quenching and low tempering, which is one of most often heat treatments applied to the 

aforementioned structural material [1-3]. Tests were conducted for mixed-modes I+II and I+III, 

respectively on CTS and rectangular cross-section specimens (Fig. 1). CTS specimens were tested for 30 

and 60 degrees loading angle, while rectangular specimens were tested for 30 and 45 degrees loading angle. 

 

 

Fig. 1. Shape and dimensions of CTS and rectangular cross-section specimens; all dimensions given in mm. 

 

Crack growth results show that greater durability of samples is observed for those which are tested 

under higher loading angle. The same observation was made in different study [1] for the same steel grade. 

In order to calculate the mixed mode influence on crack development there were applied specific 

calculations. In case of CTS sample there was applied numerical solution based on Williams formula (Eq. 

1-2) [4-5]. In order to construct da/dN – ΔK diagrams for mode I+III there were applied equations 3-4 [6-

7]. 
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Additionally, the results were checked in the domain of ΔKeq as well as in case of mode I+II samples against 

MTS criterion. Moreover there was conducted fractographic investigation on all of the samples. 
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ABSTRACT 

The fatigue crack propagation process in metallic materials is an integral part of the fatigue lifetime 

assessment of structural joints. Due to different load conditions, the initiation of cracks does not always 

occur under mode I type of crack growth. In components subjected to complex stress state, fatigue cracks 

are initiated and propagate under curved trajectory following to the mixed-mode loading criteria.  The 

object of Authors’ interest is the description of the fatigue crack growth rate under complex stress state 

(I+II, I+III). An important factor in fatigue fracture mechanics for low, positive stress ratio R values is the 

fatigue crack closure phenomenon described by Elber.  In literature, a lot of experimental results and 

theoretical models, including such effect are available only for mode I. In the case of the complex stress 

state, the number of researches is limited.  This work is an attempt to fill the existing gap. An essential 

element of the presented experimental work is also an attempt to build fatigue crack growth models based 

on the cyclic strain energy parameter based on the J-integral - more precisely effective Jeff corrected for 

the effect of fatigue crack closure. In this case, the proposed equivalent J-integral for all three modes of 

fracture is the following: 

  

                                  (1)  

The cyclic J-integral was computed using numerical methods and directly calculated from an 

experiment using formula with corrected (effective) strain energy density U: 

  (2) 

In Eq. (2) L represents ligament length (non-fractured specimen length measured along the crack path), 

u – displacement,  – load angle, UI+III/ UI+II – effective strain energy density for mode I+III/I+II.  

The crucial part of the numerical analysis is the identification of the closure load level from the 

hysteresis loops. The algorithm for determination of closure point can be described in the following steps; 

registration of F-COD (Crack Opening Displacement) values during proper load cycles, splitting the F-

COD line into two parts (i.e. nonlinear and linear) by fitting a first-order polynomial function (with two 

constants: A0, A1) for the linear part and a second-order polynomial function (with three different 

constants: B0, B1 and B2) for the nonlinear one, Adjustment of the constants of second-order function by 

minimising the sum of squared errors of prediction squares (or residual sum of squares - RSS). The value 

of expected closure load 𝐹𝑘 corresponds to the smallest RSS (a measure of deviation from the point which 

( )eq e ff Ie ff IIe ff IIIe ff
J J J J =  +  + 

/

,

1

2

I II I III

eq

u

U
J

L a




+ +
 

= −  
 



98 

 

split F-COD curve into two parts). The presented method was also easily applied (with automation) in 

experimental campaign with the control system of the testing machine (Fig.1). Another important aspect 

was the comparison of the measured hysteresis loops from local approach (close to crack tip using DIC and 

tensometers) with the global hysteresis loops measured from clip-on gage (far-field displacement).  

 

Fig. 1. Mixed-mode (I+II) fatigue crack growth rate testing and crack closure measurement system: a) using DIC – 

local, full-field strain analysis, b) using CMOD (Crack Mouth Opening Displacement) clip-gage 

According to the experimental results, it is worth to note, that the applied measurement system 

allows separating mode I crack closure and mode II/III sliding-type crack closure. Obtained fatigue crack 

growth rate results for different mixity levels (and stress ratio) can be successfully analyzed using effec-

tive, equivalent stress intensity factors.  Elber parameter U was lower for mixed-mode loading condition – 

compared with mode I data. However,  for dominant shear mode (II, III) the roughness induced crack 

closure mechanism was dominant, RICC increase as a result of the crack surfaces contact (and sliding 

mode). This effect was observed in [3] for loading mode I+III (bending with torsion). On the other hand, 

for stabilized fatigue crack growth regime in CTS specimens, the Elber closure parameter for mixed-mode 

loading condition was close to mode I – U-Elber parameter.  
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ABSTRACT 

Stress Corrosion Cracking is the phenomenon of cracking in the material that occurs due to a 

combination of tensile stress, material sensitivity, and reactive environment [1]. Fig. 1 describes the 

parameters that cause stress corrosion cracking. SCC can cause material failure, so the phenomenon is 

hazardous for human life safety. It is caused by the crack propagation mechanisms in the SCC cannot be 

controlled and the failure time is unpredictable [2]. SCC susceptible experienced by structures operating in 

a reactive environment such as seawater environment. If the material structure is in a corrosive seawater 

environment and receives loads from continuous waves of seawater, the structure will experience failure 

caused by SCC [3]. Because of the dangerous effects caused by SCC, it is necessary to research these testing 

methods and standards. Previous studies have conducted SCC testing using several methods, including the 

U-Bend specimen [4], C-Ring specimen [5], tensile specimen [6], [7], and slow strain rate testing [8]. 

However, comprehensive information about these methods is still limited. Therefore, it is necessary to 

discuss how to analysis several SCC testing methods on a laboratory scale. This paper presents as a 

reference for students and future researchers who want to study the SCC phenomenon. Besides, determining 

the appropriate SCC testing method can help engineers consider selecting materials to be used in the design 

process using more advanced technology. 

 
Fig. 1. The Parameters of Stress Corrosion Cracking [9] 
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Abstract 

Urbanization and Industrialization has increased the construction activities leading to huge generation 

of Construction and demolition waste. Construction wastes being bulky and heavy are unsuitable for 

disposing by incineration or compositing.   

Central pollution board has estimated quantum of solid waste being generated in India to 48 million 

tons out of which 25% contributes to waste generated from construction industry. Reutilization or recycling 

is an important strategy for management of such waste. Hence this study is carried out to utilize the C & D 

waste developed from construction activities. Hence a study is carried out to replace natural aggregates by 

recycled aggregates partially to arrive at structural concrete of M60 grade for replacement ratio of 0%, 30%, 

35%, 40%, 45% and 50%.  When hydrated cement paste is subjected to sustained stress, depending upon 

magnitude of applied stress the C-S-H bond will lose large amount of physically absorbed water. This 

applied stress causes contraction in the system due to the hydrostatic tension in small capillaries of the 

hydrated cement paste. The non-linearity in the stress-strain relation in concrete at stress levels of about 30-

40 % of the ultimate stress shows the interfacial transition zone micro cracks to crack. The bond between 

the cement and aggregate transfers the load to latter causing elastic deformation of aggregate that 

contributes to creep of Recycled aggregate concrete. 
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ABSTRACT 

Composite metal matrix is a concern for various industries, both automotive, aerospace, solar system and 

manufacturing due to its advanced properties of strength, stiffness, high temperature performance, wear 

resistance and low coefficient oh thermal expansion [1]. Aluminum matrix composites can be manufactured 

using a variety of techniques, such as squeeze casting, liquid metal infiltration, spray deposition and stir 

casting. Stir casting is the most commonly used technique because it is simple, flexible and the cheapest 

manufacturing process [2]. However, common technical problems during stir casting are the homogeneity 

of particle distribution, reinforcement wettability and porosity [3]. Its problem needs to be considered in 

order to obtain the desired material properties in the composite manufacturing process. Porosity plays an 

important role in the mechanical properties of AMC, several factors that influence porosity are: (a) the 

evolution of hydrogen gas (b) the phenomenon of shrinkage during solidification (c) trapping of air during 

the stirring process [4]. Fig. 1 describes the various parameters that cause porosity. The amount of porosity 

generally depends on process parameters such as agitation speed, stirrer position, blade angle and stirring 

time [5]. Researchers have studied various parameters of the stir casting process to obtain the desired 

mechanical properties of the material such as the geometry and position of the stirrer [6], fluid flow during 

stirring [7], particle drawdown [8]. In addition, various innovations have been carried out such as assisted 

stir casting and IoT to improve production performance and material properties [9, 10]. This paper presents 

the widespread study of parameters and innovations in the stir casting process.  

 

Fig. 1. Fish-bone diagram for porosity [11] 
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ABSTRACT 

Composite reinforcing rebars (CRBs) are becoming more and more popular in construction 

applications due to several advantages over steel rebars. This also applies to similar structures, such as 

composite mining and construction anchors, mining nets, carbon reinforcements of building structures, etc. 

The main driver is the resistance to chemically aggressive environments, such as seawater, corrosive 

environment in mines and concrete structures, and open-air conditions [1-2]. One aspect that hinders the 

development of the CRB application is the lack of standards for assessing performance quality. Often, CRB 

producers advertise their products, calling them corrosion-proof, which is not true because they have not 

been age tested, and it is not known will the reinforcing effect will be after, for example, one hundred years 

of exploitation of the building structure.  

The experimental campaign designed four different types of hybrid CFRP/GFRP composite bars 

subjected to microstructural and strength analysis. Longitudinal cross-sections of round bars are shown in 

Fig.1. The test specimens were produced by pultrusion and filament winding methods based on epoxy resin 

and glass fibers ( bright area) and carbon fibers ( dark area). 

 

Fig. 1 Longitudinal cross-section of the designed hybrid composite rods 

In order to assess the size of possible technology-induced microstructure defects, a detailed analysis was 

performed using computer tomography(CT). CT scans were performed using a GE Phoenix v|tome|x m 

300/180 technical tomography system and phoenix datos|x2.7.2 software (GE Sensing & Inspection 

Technologies GmbH, Wunstorf, Germany). A resolution (voxel size) of 8 µm was achieved for the tested 

samples. The lamp voltage and current at the time of measurement were 120kV and 240 µA, respectively. 

A total of 3000 projections were collected with an integration time of 400 ms per projection. The data 

analysis, which resulted in the volume of the composites and the determination of the pore size (Figure 2), 

was carried out using VG Studio MAX 3.3 (Volume Graphics GmbH, Heidelberg, Germany). 
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Fig. 2. Defects distribution with a diameter larger than 1 mm for structures a) BCC, b) BG, c)GCCB, d) CCCB 

In the next phase of the experimental campaign, radial compression test was carried out to evaluate the 

potential influence of the defects distribution and hybridization influence on the mechanical response of 

fiber-matrix during the radial compression test. Selected results are shown in Fig. 3.  

 

 

Fig. 3. Radial compression results for glass+epoxy core and carbon+epoxy core compared with monolithic bar (glass 

– GHC, carbon core) 

As may be noted, each time an improvement in compressive strength was obtained - with respect to 

monolithic bars - manufactured by pultrusion and winding methods containing two different types of fibers. 
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ABSTRACT 

Fused Deposition Modeling (FDM) is an Additive Manufacturing technology that generally uses 

polymer filaments as the material. Polymers of the Polypropylene (PP) type are an alternative filament 

material[1, 2]. However, this type of filament has several properties that make it less popular than 

Acrylonitrile Butadiene Styrene (ABS), Polylactic Acid (PLA), or other types of filaments. Pure PP 

filament has mechanical strength below ABS, PLA, Nylon, and PETG, as shown in the diagram shown in 

Fig. 1 [3–5]. Due to shrinkage and warping properties, it is difficult to adhere to the platform due to the 

lack of adhesion to standard platform materials and the high risk of welding on PP-based platform materials, 

making PP material has several drawbacks; to be used in the FDM method [6]. 

 
Fig. 1. Filament tensile strength diagram[2–5, 7–10]. 

In this study, a literature review on PP filament engineering has been carried out to improve its 

mechanical properties and place literature on the relationship between the FDM method's processing 

parameters to get PP filament printing results with maximum conditions. Increasing the mechanical 

properties of PP can be done by engineering it into a composite PP filament by adding an additive that acts 

as a reinforcement. In addition, additives in the form of high volume filler fractions can reduce shrinkage 

and warping properties. Several types of reinforcement that can increase the mechanical strength of the PP 

filament can be seen in fig.2 [10–12]. The difficulty of the extrusion results adhere to the platform can be 

overcome by optimizing a comprehensive parametric study. A higher adhesion force is obtained by 

increasing several parameters such as platform temperature, extrusion temperature, increasing the flow rate, 

and decreasing the first layer's thickness [13]. And for the risk of welding on PP-based platform materials, 

you can use several choices of types of platforms that have been specially designed as PP filament platforms 

[14]. 
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Fig. 2. Composite PP Filament tensile strength diagram [12, 15–19] 
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ABSTRACT 

The study of appropriate models for representing quasi brittle materials such as concrete has been 

addressed over the past years, and various approaches have been presented and discussed in literature. 

Isotropic damage models, for instance, are examples of formulations that consider the material degradation 

over a damage parameter and its correspondent evolution law. From other perspective, the nonlocal 

approach presents itself as a valuable method to deal with strain localization and mesh dependence that 

might occur in local models.  

In this paper, both isotropic damage models and the nonlocal formulation are considered so that 

numerical simulations are in consonance with experimental data. Furthermore, the analyses consider a 

cyclic loading of the structure, feasible due to the adaptation of cyclic stress-strain laws to continuum 

damage mechanics framework [1]. For the numerical simulations herein presented, the adopted damage 

constitutive model is based on a standard isotropic damage model with Mazars’ equivalent strain, 

considering an exponential damage law. 

The model was implemented in the INSANE (Interactive Structural Analysis Environment) platform, 

an open-source software developed at the Department of Structural Engineering of the Federal University 

of Minas Gerais [2]. 

The damage mechanics framework for isotropic damage models considers the following stress-strain 

relationship [3]:  

𝜎𝑖𝑗 = (1  𝜔)𝐷𝑖𝑗𝑘𝑙
 𝜀𝑘𝑙,                            (1) 

where 𝜎𝑖𝑗 represents the stress tensor components, 𝜀𝑘𝑙 represents the strain tensor components, 𝐷𝑖𝑗𝑘𝑙
  

represents the elastic stiffness tensor components and 𝜔 is the damage variable.  The stress-strain 

relationship is complemented by a damage loading function 𝑓 = 𝑓(𝜀̃, 𝜅), being 𝜀̃ the equivalent strain and 

𝜅 a history variable indicating the highest value of 𝜀̃ assumed during the loading.  

Since the damage evolution is related to the strain, it is possible to stablish a connection between it and 

the stress-strain law. Hence, it is noteworthy that the parameters of the damage law must be parametrized 

to correspond to the material properties and adequately represent the material behaviour. 

Regarding the nonlocal approach, it considers the state variables in the neighbourhood of a point so 

that the stress in such point is computed [4]. The variable to be considered on the nonlocal approach is 

arbitrary, although a few requirements should be accomplished. For instance, the maximum value of the 

equivalent strain is a commonly adopted variable for isotropic damage models, since it has a monotonic 

behaviour and therefore adequately represents the structure response under loading. 

To validate the proposed coupled approach, a four-point bending beam [5] was simulated, as depicted 

in Fig. 1. Firstly, it was necessary to adequately define the parameters of the aforementioned simplified 

Mazars isotropic damage model [6] so that the material representation accorded with experimental tests. 

Then, the nonlocal model was employed, and the cyclic analysis was performed. As illustrated in Fig. 2, 

the equilibrium path obtained by the isotropic model is in great agreement with the experimental curve. 
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Fig. 1. Configuration and mesh for the beam [5]. 

 

Fig. 2. Equilibrium paths for cyclic loading considering the nonlocal model. 

The association of the different approaches herein mentioned provided consistent results. Therefore, it 

is highlighted the importance and utility of aggregating such methodologies so that the simulations have a 

more realistic characteristic especially when compared to experimental tests. 
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ABSTRACT 

The description of the concrete nonlinear behavior has been an important issue in structural engineering 

since the 1960s decade. Despite the diversity of constitutive models for concrete, it is noteworthy that most 

of those are restricted to the envelope function and only a few models include cyclic regimes. Aiming to 

couple some well-established models with cyclic analysis, the present work proposes the adaptation of the 

damage formulation to include unloading and reloading paths.  

In this paper, three models of isotropic damage are presented. The model proposed by Lemaitre and 

Chaboche [1], with the equivalent strain 𝜀  ̅defined based on energy criteria; the model by de Vree et al. [2], 

which deals with strain tensor invariants; and Mazars model [3], based on principal strains.  

These models are in agreement with the unified framework proposed by [4] and extended by [5], 

developed to describe elastic degradation and damage models based on the concept of loading function. 

The loading function is given by 𝐹 𝜀,̅ 𝐷 = 𝜀̅   �̅� 𝐷 , where �̅� is the history variable, that is related with 

the maximum damage.  

The strategy adopted to make cyclical analyses feasible was the cyclic secant operator (𝐸𝑐𝑠), based on 

[6]. This operator (Eq. 1) is responsible for mapping the cycle, relating equivalent strain to equivalent stress. 

It comes from the initial elasticity modulus (E0) and a damage law, which provides the current damage 

variable D.  

                                            �̃�  = 𝐸𝐶𝑆𝜀̃;                   𝐸𝑐𝑠 = (1  𝐷)𝐸0.                          1(a, b) 

Using 𝐸𝑐𝑠 is possible to obtain the tangential stiffness (𝐸𝑖𝑗𝑘𝑙
𝑡 ) during the cyclic regimes  

𝐸𝑖𝑗𝑘𝑙
𝑡 = 𝐸𝑐𝑠 +

1

�̅�
�̅�𝑖𝑗  �̅�𝑘𝑙 ,        �̅�𝑖𝑗 =  𝐸𝑖𝑗𝑘𝑙

0 𝜀𝑘𝑙;  �̅�𝑘𝑙 =  
𝜕𝐹

𝜕�̅�
=

𝜕�̅�

𝜕𝜀𝑘𝑙
;  𝐻 =  

𝜕𝐹

𝜕�̅�

𝜕�̅�

𝜕𝐷
=

𝜕�̅�

𝜕𝐷
 ,        2(a, b, c, d) 

where �̅�𝑖𝑗 is the degradation direction; �̅�𝑘𝑙 is the direction normal to the loading surface and 𝐻 is the 

hardening-softening modulus.  

For the unloading and reloading regimes, the elastic degradation (ED) and the elastoplastic (EP) 

proposals were reformulated from the damage laws and the equivalent strain definitions. The linear law 

based on focal point was also considered. This approach is similar to ED, with the difference that the cycles 

are directed to a pole, allowing the analysis to reproduce both the stiffness degradation and the appearance 

of permanent strain. 

To validate the proposed methodology, numerical simulations of direct tension and three-point bending 

[7] were performed, as illustrated in Fig. 1 and Fig. 2. The model was implemented in the open-source 

software INteractive Structural Analysis Environment (INSANE), developed at the Department of 

Structural Engineering of the Federal University of Minas Gerais.  
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Fig. 1. Direct tension simulation – model by [2]. 

 

Fig. 2. Three-point bending simulation. 

The proposed methodology for adapting isotropic damage models to cyclic analysis proved to be 

suitable for describing simple stress/strain states. The simulations were carried out for different constitutive 

models, damage laws and unloading/reloading paths, leading to consistent results. 
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ABSTRACT 

Today, the use of computer models for the hydraulic simulating of flow in the water distribution 

systems is widely used and plays an effective role in the evaluation and management of the water 

distribution systems. The success of this hydraulic modeling of water distribution networks is associated 

with the ability of these models to represent real systems accurately. Therefore, in order to improve the 

performance of the model and reduce the effect of uncertainties on different conditions of consumption in 

water distribution systems, the practice of the calibration of the model is essential. In this research, the 

calibration process was performed by optimizing an objective function and considering some of the 

constraints. To solve this problem, an optimization-simulation model based on nature-inspired algorithm is 

utilized. Thus, the meta-heuristic optimization algorithm was integrated into the MATLAB environment 

and coupled with the EPANET model's hydraulic simulator. The Hazen-Williams coefficients are 

considered as decision variables, in different consumption scenarios, the model was calibrated to minimize 

the error between the observed and calculated pressure values. The results showed the efficiency of the 

proposed method based on several comparative criteria. 
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ABSTRACT 

This article presents the calibration and validation of a numerical model of a freight wagon based on a 

dynamic test under real operation conditions. The dynamic test takes place during a regular journey of the 

train and involved the installation of an on-board monitoring system consisting of a set of accelerometers 

and LVDTs. The data derived from the dynamic test was used, first, for the identification of the modal 

parameters of the carbody, namely the frequencies, mode shapes and damping coefficients, and second, to 

extract the time-histories of accelerations and displacements under operation conditions. A FE numerical 

model of the freight wagon was developed and calibrated using an iterative methodology by means of a 

genetic algorithm and based on modal parameters. The methodology proves efficiency and robustness in 

precisely estimating three numerical parameters, besides a significant upgrade in relation to the numerical 

model before calibration. Model validation involved the comparison between numerically simulated results, 

based on a train-track dynamic interaction analysis in the vertical direction, and the experimental 

observations. An excellent agreement between experimental and numerical after updating time-histories 

was obtained, especially for the carbody responses, since the dynamic behaviour of this component is 

governed by lower frequencies (below 3.5 Hz), in which the model calibration process was focused. 
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ABSTRACT 

The present paper analyzes the influence of different wind models in the running safety of trains 

subjected to earthquakes. The analyses are carried out with a vehicle-structure interaction tool, which allows 

the application of wind loads to moving trains and the evaluation of the contact forces that arise from the 

contact between wheel and rail. From those forces, it is possible to evaluate the derailment indexes 

associated with the Nadal, Prud’homme and unloading criteria. The two wind models studied in this article 

consist of a turbulent wind model, based on stochastically generated wind fields, and the discrete gust model 

defined in the European Norm called Chinese Hat or European Committee for Standardization (CEN) 

model. The calculations are carried out taking into consideration bridges with decks located at different 

heights to understand the accuracy of both models in the analysis of the running safety of trains moving 

over bridges. Since previous studies showed that the influence of the bridge flexibility in the values of the 

derailment indexes was low, a simplified model that only takes into account the flexibility of the track is 

adopted. The results show that the CEN discrete gust model is inaccurate when compared to the more 

realistic turbulent model as the height above the ground increases, since the former is based on a fixed 

turbulence intensity corresponding to the ground level, while the latter considers the correct turbulence 

intensity dependent on the deck elevation. To overcome this drawback present in the normative wind model, 

an alternative discrete gust model is proposed in order to take into account the deck elevation and the correct 

turbulence intensity. 
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ABSTRACT 

Highway bridges are usually subjected to random dynamic actions of variable magnitude due to 

vehicles convoys crossing on the bridge pavement deck along their service life. These dynamic actions can 

generate the nucleation of fractures or even their propagation on the bridge deck structure. In this context, 

the deteriorated road surface condition of the asphalt pavement represents a key issue to the significant 

increase of the displacements and stresses values on the highway bridge decks [1]. 

Having in mind that approaches based on the use of a unique road-roughness level for the entire bridge 

lifecycle can lead to unrealistic results or over-conservative lifecycles, it is necessary and more realistic to 

consider the influence of the progressive degradation of the road surface roughness based on the use of a 

vehicle-bridge interaction model [2, 3]. Considering this fact, the aim of this research work is to develop 

an analysis methodology to evaluate the displacement and stress values of a steel-concrete composite 

highway bridge, including the dynamic actions due to vehicles convoy and also the effect of the progressive 

deterioration of the pavement. The investigated structural model corresponds to a typical steel-concrete 

composite highway bridge deck, with straight axis, simple supported, and spanning 13.0 m by 40.0 m. The 

structural system is constituted by four composite girders and a 0.225 m thick concrete slab, see Fig. 1(a). 

The truck used in this work is presented in Fig. 1(b), being one of the most common vehicles in the roads 

of Brazil. 

 

Fig. 1. Investigated simply supported steel-concrete highway bridge and the two axle truck prototype model. 

Aiming to study the dynamic behaviour of the bridge, based on the analysis of displacement spectra, 

see Fig. 2, the vehicles convoys were positioned based on three different positions, the velocity varies from 

20 to 80 km/h, and three levels of traffic increase were considered ( = 0%,   = 3%,   = 5%). This way, 

the main conclusions of this investigation have indicated that the road-roughness condition influences 

directly the dynamic structural response of the bridge, and along the time the more deteriorated road 

condition induces a larger vertical translational displacement which leads to a bigger stress values. Based 

on the increase of the traffic rates ( = 0% to 5%), it must be emphasized that the vertical translational 

displacement were considerably higher, representing a relevant increase up to four times. 

(a) (b) 



116 

 

 

 

Fig. 2. Response spectra: translational vertical displacement values. 
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ABSTRACT 

Impact absorbers are structural members dedicated to reduce the effects of impact loads on structures, 

protecting occupants and/or loads. Thin-walled tubes are largely used as impact absorbers in a wide range 

of applications, like road vehicles, rail and aerospace applications. Lightweight, compact size and highly 

energy absorption efficiency are some of the advantages of this type of structural members. The impact 

energy is dissipated by the progressive buckling of the tube, and the efficiency is generally correlated to 

shape, material properties and impact load nature [1]. The use of fillers, like Foams, cellular structures, 

lattice metamaterials, is widely investigated, as a way to improve energy absorption efficiency of tubular 

absorbers [2,3]. Lattice structures are constituted by connected unit cells forming a space structure. The 

dimensions of unit cells can vary from small scale (foams) to large scale cells used in structural infills. This 

type of structure is very customizable, and can be tuned to provide enhanced energy absorption 

characteristics, with lightweight design [4,5]. In other hand, lattice structures also involve complex 

geometries that are hard (or even impossible) to obtain by use of conventional manufacture procedures. 

Additive manufacturing techniques, otherwise, can be used to obtain complex lattice structures due the 

increased control of geometry during layer-by-layer construction. In other hand, material characteristics are 

affected by the parameters used during additive manufacturing process, and the material models may also 

consider the adopted manufacture process. 

In this study, the effects of the inclusion of squared lattice material inside of a tubular energy absorber 

was evaluated using finite element analysis simulation. The lattice cell size of the infill was varied and 

crashworthiness efficiency of the absorbers was compared to an empty tube version (figure 1). 

 

Fig. 1. Tube configurations tested (empty tube (a) and filled, 10mm cell (b), 7.5mm cell (c) and 5mm cell (d)). 
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The tubes were positioned between a fixed rigid plate and a moving rigid wall. A 250kg mass was 

associated to the rigid wall, that impacted longitudinally the tube at 10m/s velocity.  

The analysis was accomplished using Abaqus Explicit, and the material adopted to impact absorber 

was a literature-based addictive manufactured (Selective Laser Melting) AlSi10Mg alloy [6]. Johnson Cook 

material model was used to predict material response during plastic deformation, considering material 

hardening, strain rate sensitivity and thermal effects. Johnson Cook damage model was also applied to the 

model. Initial geometric imperfections are also a factor that can interfere in the buckling behaviour of the 

tube, and they were also considered in the model [7]. 

The results pointed to an increase in crashworthiness efficiency with the inclusion of lattice structured 

infill. The infill density affected crushing mode (figure 2) and directly influenced energy absorption 

efficiency of tubes. A comparison between empty tube and 7.5mm cell  

 

Fig. 2. Crushed tubes after 6ms impact load (empty tube (a), 10mm cell (b), 7.5mm cell (c) and 5mm cell (d)). 

All lattice filled samples presented superior energy absorption capacity before densification (EA) than 

empty tube. The denser infill presented higher total energy absorption before densification occurs. Infill 

density directly affected peak crush force (PDF) and mean crush force  (MCF) during crushing. These 

results are presented in table 1. 

Table 1. Crashworthiness parameters of simulated impact absorbers. 

1. Configuration Lattice cell size (mm) PCF (kN) MCF (kN) EA (kJ) 

empty N/A 27.2 12.1 0.57 

C5 5 34,3 21.6 0.97 

C75 7.5 29,9 17.2 0.96 

C10 10 28.4 15.0 0.74 

REFERENCES 

[1] Baykasoglu,C., Cetin, M.T.: Energy absorption of circular aluminium tubes with functionally graded thickness 

under axial impact loading. International Journal of Crashworthiness, 20(1), 95-106 (2015). 

[2] Zarei, H., Kröger, M.: Optimum honeycomb filled crash absorber design. Materials & Design, 29(1), 193-204 

(2008). 

[3] Chen, Y., Li, T., Scarpa, F., Wang, L.. Lattice Metamaterials with Mechanically Tunable Poisson’s Ratio for 

Vibration Control. Physical Review Applied, 7(2), 02412 (2017). 

[4] Cetin, M.T., Baykasoglu,C.,: Crashworthiness of graded lattice structure filled thin-walled tubes under multiple 

impact loadings. Thin-walled structures, 154, 10684 (2020). 

[5] Pan, C.; Han, Y.; Lu, J. Design and Optimization of Lattice Structures: A Review. Applied Sciences, 10, 6794 

(2020).  

[6] Racholsan Raj Nirmal, B. S. V. Patnaik, R. Jayaganthan. Numerical Simulation on Deformation Behaviour of 

Additively Manufactured AlSi10Mg Alloy. International Journal of Mechanical and Materials Engineering, 14(10), 

445-450 (2020). 

[7] Nagel, G.M.,  Thambiratnam, D. P. Dynamic simulation and energy absorption of tapered thin-walled tubes under 

oblique impact loading. International Journal of Impact Engineering, 32 (10), 1595-1620 (2006). 
  



119 

 

Dynamic Structural Response of Buildings under 

Longitudinal and Transversal Wind Actions 

L. de S. Bastosa, J.C. Mota Silvaa and J.G. Santos da Silvaa* 

aCivil Engineering Postgraduate (PGECIV), State University of Rio de Janeiro (UERJ), Brazil. 

*jgss@uerj.br 

Keywords: tall buildings; modified spectral representation; wind dynamic actions; human comfort. 

ABSTRACT 

In the last few decades, Brazilian cities have presented substantial growth in relation to the design and 

construction of tall and slender buildings. However, this architectural trend has produced flexible structural 

systems, with low natural frequency values and, therefore, more susceptible to problems of excessive 

vibration, arising from the dynamic action of the wind [1-5]. 

On the other hand, it is important to emphasize that in addition the longitudinal dynamic action of the 

wind (along-wind), the dynamic actions on the structure in relation to the transversal direction (across-

wind), induced by the appearance of vortices should be considered relevant as well. Recent studies have 

demonstrated that the across-wind action may produce a higher dynamic structural response when 

compared to the along-wind, which may be determinant for the assessments of service limit state [1-5]. 

Therefore, this research work aims the assessment of the Modified Spectral Representation Method 

(SRM-M) developed by Bastos [1], for the evaluation of the dynamic response of buildings when the 

transversal and longitudinal directions are considered. This analysis methodology simulated the action of 

the longitudinal (FL) and transversal (FT) wind loadings using the traditional SRM formulation [5], 

increasing the final dynamic loads based on the coefficients (γ1, γ2, γ3 and γ4), see Fig.1, determined by 

data obtained through experimental tests in wind tunnels provided by the Tokyo Polytechnic University 

(TPU-DB) [6]. 

 
a) Longitudinal wind (wind 0º): largest facade. b) Longitudinal wind (wind 90º): smallest facade 

Fig. 1. Dynamic wind load directions and definition of γ coefficients (MRE-M) [1]. 

This way, eight reinforced concrete buildings (see Fig. 2) are considered in this investigation to 

evaluate the structures dynamic response having in mind a comparison between the results associated to 

the longitudinal and transversal accelerations, obtained by the Modified Spectral Representation Method 

(MRE-M [1]) with those determined by traditional methodologies described in DEDM-HR [7], TPU-DB 

[6] and MRE [5]. The forced vibration analysis of the investigated buildings will be performed using the 

eight structural models, see Fig. 2, based on the Finite Element Method (FEM) numerical simulations. 
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Fig. 2. Investigated reinforced concrete buildings [Group 1 (1A to 1D) and Group 2 (2A to 2D)]. 

It is important to note that the peak accelerations values determined by the investigated analyses 

methodologies, based on the use of data from wind tunnels (DEDM-HR and TPU-DB) are quantitatively 

divergent, revealing the complexity of the assessment. According to the results presented in this research 

work, it appears that the developed methodology MRE-M [1], qualitatively, presents good results with 

regard the peak accelerations, both longitudinal and transversal accelerations. It may also be emphasized 

that in most design situations, the transversal peak accelerations have presented higher values, thus 

representing a determining factor for the analysis and verification of human comfort in tall buildings. 
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ABSTRACT 

Over the last few years, a lot of structural problems associated to excessive vibration of building floor 

systems when induced by human rhythmic activities have occurred in places such as fitness centres, event 

halls and offices [1-3]. The resonance phenomenon can occur due to equality (or proximity) between one 

of the excitation frequencies and the structure natural frequencies. 

Having this though in mind, this paper investigated the dynamic structural behaviour of a steel-concrete 

composite floor when subjected to loadings induced by human rhythmic activities. This work aims to 

evaluate the human comfort of a structural system that consists on a health club which presents an area used 

for aerobics activities. The structural system has the dimensions 22.5 m by 14 m and a total area of 315 m². 

In this study, the dynamic loadings were obtained through dynamic load models such as AISC [4], SCI [5], 

Faisca [6], and also based on the use of biodynamic systems [7], incorporating the human-structure 

interaction dynamic effect. 

The composite floor numerical model was generated based on usual modelling techniques adopting the 

mesh refinement present in the Finite Element Method (FEM) and implemented in the ANSYS [8] program. 

The dynamic response [ap: peak acceleration; aw,rms: RMS acceleration; VDV: vibration dose values], 

calculated through the consideration of 20 people practicing rhythmic activities on the specified area (see 

Fig. 1) were compared to the recommended limits presents in the design standards. 

 

 

Fig. 1. Dynamic loads of 20 people on the steel-concrete composite floor (units in metres). 

This way, after the evaluation of the floor dynamic structural response, considering each loading model 

[4-7], it was possible to identify the critical sections of the investigated floor and compare the dynamic 

effects with the design criteria limits developed for ensuring human comfort. 

Thus, after the analysis (time and frequency domain), the structural section E presented the higher 

values when the floor dynamic response was investigated. This way, the accelerations in frequency domain 

for this critical section (Section E) can be seen in Fig. 2. It must be emphasized that the “only force” loading 

models [4-6] presents the highest energy peak transfer on the floor dynamic response, due to the direct 
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impact of the loads on the concrete slab. On the other hand, the biodynamic models [7] considered the 

dynamic characteristics of the people and the damping contribution of each person, determined 

experimentally, and this way have produced lower levels of energy transfer to the slab. 

 

Fig. 2. Accelerations in the frequency domain to the critical section (Structural section E). 

On the other hand, the peak accelerations values calculated in the time domain analysis and considering 

the floor critical section (Section E) is equal to 7.22m/s² (AISC model [4]), 3.92 m/s² (SCI model [5]), 1.24 

m/s² (Faisca model [6]), and 0.68 m/s² (Campista model [7]). It is important to mention that all dynamic 

loading models led to peak accelerations values higher than the recommended tolerance (ap ≤ 0.50 m/s²). 

Nevertheless, based on the human comfort criteria, the investigated steel-concrete composite floor presents 

excessive vibration and user’s discomfort. 
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ABSTRACT 

Steel and concrete composite structures have been consolidated as a strong technological alternative in 

the Brazilian civil construction scenario, being increasingly adopted in commercial, parking, and residential 

buildings. On the other hand, with the emergence of materials with greater resistance, it has become 

increasingly feasible to reduce the total height of a composite floor system, seeking useful space 

improvement. However, this trend implies in reducing the system's stiffness, making these structures 

increasingly susceptible to the effects of dynamic loads induced by human activities, causing discomfort to 

users or even structural problems [1-2]. This research work aims to investigate the dynamic structural 

response of steel-concrete composite floors, from the point of view of human comfort, when subjected to 

human walking. The analysed structural model corresponds to a steel-concrete composite floors system, 

used for school occupancy, presenting a total area of 1300 m², being supported by composite columns, with 

a ceiling height of 3.40m [3]. The numerical model (Fig. 1) developed for the dynamic analysis of the floor 

adopts usual mesh refinement techniques present in the FEM and implemented in the ANSYS program. 

Next, free vibration tests were carried out to obtain the modal parameters of the structure. Forced vibration 

tests with excitation caused by a person walking at different step frequencies and directions were performed 

to determine de maximum structure’s response (Fig. 2). Grounded on the developed analysis methodology, 

the dynamic experimental response values of the floors were compared with the results obtained through 

the numerical model, with the results obtained based on the analytical formulation (Table 1) and with the 

limits proposed by AISC practical design guide, aiming at the structure's performance evaluation with 

regard to human comfort (Table 2).  

Through Table 1 it is noted that the experimental results obtained for the floors show a satisfactory 

agreement when compared to the numerical results, with differences between 0.15% and 3.33%, which 

indicates that the structural model under study is well calibrated and able to represent the structure 

behaviour. However, when the experimental and numerical results were compared to the analytical ones, 

larger differences in the order of 41% to 50% were observed. This fact can be perfectly explained by the 

fact that the analytical expressions of AISC DG 11 [4] assumes that each floor slab panel behaves, in a 

simplified way, as a system with one degree of freedom, which does not correspond exactly the reality. 

Analysing Table 2 it can be noted that the proposed human comfort criteria AISC DG 11 [4] was met 

considering a person action over the studied floors. This way, this investigation emphasizes the importance 

of the structural engineers to be knowledgeable about the activities performed on the structural system, 

aiming the development of a rational and optimized project, according to current procedures foreseen in 

the standards and design recommendations based on human comfort criteria. 
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a) f01 = 5,71 Hz b) f02 = 6,49 Hz c) f03 = 6,87 Hz 

 Fig. 1. Threes first vertical bending vibration modes of the floors under study. 

 

Fig. 2. Example of dynamic response from floor for normal walking on a random trajectory (floor 1). 

Table 1. Comparison between the natural frequency values obtained. 

Mode 

Natural Frequency (Hz) Difference (%) 

Numerical 

(Ansys) 

Experimental 

Test  

Analytical 

(AISC) 

Numerical  

x  

Experimental 

Numerical  

x  

Analytical 

Experimental  

x  

Analytical 

1º 5.71 5.90 3.36 3.33 41.16 43.05 

2º 6.49 6.50 3.31 0.15 49.00 49.08 

3º 6.87 6.97 3.48 1.46 49.34 50.07 

 
Table 2. Human comfort analysis through experimental acceleration analysis. 

Experimental test Peak Acceleration (m/s²) Human comfort AISC [7] 

Floor 1 test: normal walking 0.028 Acceptable 

Floor 2 test: normal walking 0.031 Acceptable 

Floor 3 test: normal walking 0.024 Acceptable 
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ABSTRACT 

In steel structures, a lot of attention is paid to lightweight structures, i.e. reduction of dead load without 

compromising structural safety, integrity, and performance as well as cost-effectiveness. Thanks to modern 

steel aluminium sandwich panel manufacturing technology a new possibility became available for 

lightweight structural design. The most simple type of sandwich panel consists of two strong, stiff, thin 

plates/sheets of highly dense material separated by a thick layer of low-density material that can be much 

less strong and stiff [1]. Figure 1 shows an idea of a sandwich panel. Some advantages of sandwich panel 

are high bending stiffness, high load carrying capacity and high strength to weight ratios, reduction in the 

cost of formwork & foundation, and high structural efficiency [2]. 

 
Figure 1. Steel aluminium foam sandwich panel [3][4]. 

The objective of this study is to evaluate the application of sandwich panels in the construction of steel 

structures with the aim of weight reduction without affecting other parameters like safety, performance, 

cost, etc. In this study, both column and plate buckling theories are considered and applied to the sandwich 

panel to evaluate its behaviour under in-plane compressive load. Effects of various material models and 

imperfections on buckling strength of sandwich panel are evaluated. Material models used in this study for 

steel are bilinear material mode which is option ‘c’ and the true stress-strain curve which is option ‘d1’ in 

Figure 2. For aluminium foam, bilinear material model with no strain hardening is considered. Option ‘a’, 

Figure 2, gives an idea of the material. Both local and global imperfections, modelled by ANSYS software 

[5], are considered in this study, as shown in Figure 3 and Figure 4, respectively. 

In this study, stiffened plate and sandwich panel are compared in terms of buckling resistance and self-

weight. Three different sandwich panels made from faceplates of steel grade, S355, S690 & S1100, are 

used for the replacement of the S355 stiffened plate. Efforts were made to understand the effect of various 

physical parameters on buckling resistance of sandwich panel in both column and plate buckling theories. 

Finally, as a case study, sandwich panel technology is used to redesign the Huisman structure [6]. The 

objective is to investigate whether applying sandwich panels in redesign makes it possible to obtain a 

sufficient weight reduction without losing its performance. For this case study, sandwich panels with 

faceplates of steel grade S355, S690, and S1100 are used. The static and buckling strength of the new design 

is evaluated. Also, the cost of the new design and original design is evaluated and results are compared. 

Cost analysis is done to evaluate whether a sandwich panel is an economical solution. The findings of this 

study are that in the future it is possible to use sandwich panels in steel structures to save a significant 

amount of weight while taking considerations into account. Sandwich panels can be successfully used to 

replace stiffened plates. Sandwich panels with faceplates made from extra high strength steel can give 

significant weight reduction. But the use of sandwich panels also increases the overall cost of the structure. 

So in terms of costs, it is questioned whether or not using sandwich panels is economically beneficial. 
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Figure 2. Modelling of material behaviour (from EN 1993-1-5) [7][8]. 

  

Figure 3. Local geometric imperfection Figure 4. Global geometric imperfection 
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